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Abstract
An important share of research funding is allocated via competitive programs, which entail considerable direct and indirect costs, such as to de-
velop and evaluate the proposals. The goal of this article is to explore whether adopting a two-stage evaluation procedure could improve the effi-
ciency of the process. For this purpose, we study the evaluation system designed by the Foundation Dam (Stiftelsen Dam), one of the largest 
foundations in Norway supporting health research. In 2020, Foundation Dam adopted a new evaluation procedure consisting in a short proposal 
for a first stage of selection and, for those selected, a second-stage evaluation of a long proposal. We explore whether such a procedure 
reduces the evaluation costs and how the evaluation procedures compare in terms of reliability. Survey responses from 94 of the 594 applicants 
in the one-stage procedure (2018–19) and all the 668 applicants in the two-stage procedure (2020–21) show that the two-stage procedure re-
duced the average time that applicants spent in drafting the proposal(s) by 38%. According to the reviewers’ estimate, the two-stage procedure 
also reduced by 28% the time they spent on average to evaluate an applicant’s proposal(s). The analysis of the evaluation data of 594 long pro-
posals in the one-stage procedure and 668 short proposals in the two-stage procedure shows that reviewers’ scores of short proposals display 
greater reliability and agreement than the reviewers’ scores of long proposals in the old one-stage procedure. Our findings suggest that a two- 
stage procedure can substantially improve the efficiency of grant writing and review, without harming the reliability of the evaluation.
Keywords: project evaluation; efficiency; two-stage procedure; short proposals; reliability; reviewers agreement; DAM foundation. 

1. Introduction
A large share of the public funds for research activity are allo-
cated via competitive grant funding schemes. This system of 
allocating resources entails considerable direct and indirect 
costs. Direct costs include the operating costs of the funding 
agency, including the salary of its staff, the cost for renting 
the offices, and the remuneration of the experts evaluating 
the proposals. Indirect costs are more subtle, but equally im-
portant. These include in the first place the time spent to 
write proposals. For example, Herbert et al. (2013) estimated 
that the time spent by the researchers for preparing grant pro-
posals to the Australian National Health and Medical 
Research Council (NHMRC) was 550 working years of 
researchers' time for preparing 3,727 proposals (20–25% ac-
ceptance rate), equivalent into annual salary costs of AU$66 
million. The proportion of indirect costs is even higher for 
funding schemes with low acceptance rate. For example, the 
ERC grant schemes have a success rate �10%, and consult-
ing firms and scholars estimate an average of three to six 
months of work to develop a proposal for a European 
Research Council grant (e.g. Couvrer 2020; Enspire 2021). 
This implies that each funded proposal generates indirect la-
bour costs equivalent to two and half to five years of salary, 
which are even higher if we consider that some scientists 
spent time writing proposals that were not submitted.1 

Moreover, non-negligible resources are also spent by univer-
sities and public authorities in promoting and supporting 
grant proposals with dedicated administrative personnel and 
external consulting services.

Considering that research evaluation procedures are far 
from perfect, due to various forms of bias (e.g. Jayasinghe 
et al. 2003; Boudreau et al. 2012; Bromham, Dinnage and 
Hua 2016; Tamblyn et al. 2018), cumulative effects and po-
litical considerations (Bol, de Vaan and van de Rijt 2018, 
2022), and low reliability (Hodgson 1997; Mayo et al. 2006; 
Marsh, Jayasinghe and Bond 2008; Mutz, Bornmann and 
Daniel 2012), some funding agencies and scholars have been 
exploring the strengths and pitfalls of their evaluation sys-
tems (e.g. Seeber et al. 2021; Seeber, Vlegels and Cattaneo 
2022), and new solutions to allocate resources to research 
(Roumbanis 2019; Liu et al. 2020; Hesselberg et al. 
2020, 2021).

Herbert et al. (2013), for example, suggested to curb indi-
rect cost by shortening the proposals, by including only the 
information relevant for peer review and not the administra-
tive aspects. In a similar vein, the Foundation Dam, one of 
Norway’s largest foundations supporting health, adopted a 
new evaluation procedure in 2020 that required short pro-
posals for a first stage of selection and long proposals only 
for those selected. The goal of this article is to explore how 
this new procedure affected the time spent on writing and 
evaluating proposals and the reliability of the evaluations, 
compared to the previous procedure. We compare the two- 
stage evaluation system with the one-stage procedure, which 
resembles current mainstream procedure for project evalua-
tion. Hence, we use evaluation data from 593 long proposals, 
evaluated in the years 2018 and 2019 with the old one-stage 
procedure, vis-a-vis 668 short proposals and 184 long pro-
posals, evaluated in the years 2020 and 2021 with the new 
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two-stage procedure, as well as the responses from survey 
responses from 94 of the 594 applicants in the one-stage pro-
cedure (2018–19) and all the 668 applicants in the two-stage 
procedure (2020–21).

The following section reviews the literature on the evalua-
tion of research proposals, by focusing on limitations, on 
new procedures intended to address them and discuss the ra-
tionale for a two-stage evaluation procedure. In the “Data 
and Methods” section we present the data, variables, and 
methods, and in the “Empirical analysis” section we present 
the analysis and the results. We conclude by discussing the 
findings, the implications for evaluation of research pro-
posals and directions for future research.

2. Theoretical framework
2.1 Research projects funding: rationales, selection 
process and pitfalls
In the aftermath of the second world war, grant funding be-
came a major channel of resources to research activity, first 
in the US and later elsewhere. Until the 70 s, the selection of 
projects was done by the funding agencies’ scientific directors 
with the support of a small internal panel of experts. 
However, with the economic stagnation of the 70 s, politi-
cians and mass media began to question which proposals 
were selected (Baldwin 2018). To preserve scientific auton-
omy and promote accountability, major funding organiza-
tions like the National Science Foundation (NSF) and the 
National Institute of Health (NIH) changed the selection pro-
cedure and started to rely on peer review from external scien-
tific experts (Baldwin 2018).

Today, the allocation of resources for research through 
project funding rests on three main assumptions. First, that 
resources for research are scarce and if they are distributed 
equally, then every scientist would receive a very small and 
barely useless amount of funding, and this is especially the 
case for costly disciplines and large research endeavours 
(Ioannidis 2011; Bendiscioli and Garfinkel 2021). Hence, the 
argument goes, it is necessary to concentrate the resources to 
guarantee a reasonable amount of funding at least to the best 
projects and scientists, and concentrating resources would 
also be more efficient because of economies of scale and criti-
cal mass. It is also assumed that the evaluation procedures 
are effective and efficient, i.e. they can identify the best pro-
posals and with a limited use of resources.

All three assumptions have been challenged.
Vaesen and Katzav (2017), for example, showed that -at 

least in some systems—an equal distribution would lead each 
researcher to obtain a considerable amount of funding, which 
they quantified in a five-year budget of 507k $in the 
Netherlands, 559k $in the US, and 399k $in the UK. An 
equal distribution of funds would also eliminate the cost and 
biases associated with the selection process (Bendiscioli and 
Garfinkel 2021). Bloch, Kladakis and Sørensen (2023) exam-
ined a related phenomenon, namely a trend towards increas-
ing grant size. They identified seven categories of rationales 
in favour and against larger grants2, and empirical evidence 
on its effects. For example, concentrating resources reduces 
epistemic diversity and equity in science, it leads to cumber-
some administrative costs, and several studies found that in-
creasing grant size can lead to diseconomies of scale (e.g. 
Bonaccorsi and Daraio 2005) and decreasing marginal 
returns (e.g. Breschi and Malerba 2011).

Several studies have questioned the capability of current 
procedures to identify the best proposals, since specific traits 
of proposals, applicant(s) and reviewers can affect the evalua-
tion validity and reliability.

Regarding the characteristics of the proposal, a study of 
the Australian Research Council’s Discovery Programme, 
found that interdisciplinary research proposals have lower 
success rates in most disciplinary panels (Bromham, Dinnage 
and Hua 2016). Scholars argued that interdisciplinary pro-
posals struggle to get funded for several reasons, such as diffi-
culty to identify reviewers with the knowledge needed to 
evaluate an interdisciplinary proposal (Porter and Rossini 
1985; Bruun et al. 2005; Laudel 2006), and because they do 
not fit the disciplinary panel structure and might obtain lower 
scores (Langfeldt and Brofoss 2005). Scholars proposed solu-
tions to address this problem, such as earmarking funds for 
interdisciplinary projects or evaluating proposals in a distinct 
panel (Langfeldt 2006). Seeber, Vlegels and Cattaneo (2022)
examined the Cooperation in Science and Technology 
(COST) program, in which proposals are not submitted to 
disciplinary panels but to a common pool and found that in-
terdisciplinarity did not affect the evaluation score.

A similar problem regards the tendency of peer review to 
reject very novel ideas. This problem has been extensively 
documented in the context of journal peer review: in several 
instances, contributions with the greatest impact—and even 
contributions later awarded Nobel prizes- were initially 
rejected and underwent several rounds of peer review pro-
cesses (Campanario 1996, 2009; Siler, Lee and Bero 2015). 
In the context of project selection, using peer review and av-
erage scores tend to eliminate riskier high-return proposals, 
and preference for less uncertain proposals over non- 
conventional research (e.g. Luukkonen 2012; Linton 2016), 
since reviewers tend to focus on weak points rather than 
groundbreaking ideas van den Besselaar et al. 2018, which 
penalizes highly novel proposals (Boudreau et al. 2012) and 
unusual disciplinary combinations (Langfeldt 2006; 
Mansilla, Feller and Gardner 2006; Uzzi et al. 2013). For 
these reasons, some authors proposed to replace or combine 
peer review with other forms of selections such as lotteries 
(Roumbanis 2019) and some funding agencies like the Swiss 
National Science Foundation (SNSF), the Volkswagen foun-
dation, and Health Research Council of New Zealand allo-
cate part of their funding through a lottery system to increase 
the chances of highly novel proposals being funded (Adam 
2019; Bendiscioli et al. 2021).

Scholars also found that some traits of the applicant(s) 
tend to affect the evaluation and success rate of proposals, 
such as the level of academic reputation, past scientific per-
formance (Van den Besselaar and Leydesdorff 2009; Enger 
and Castellacci 2016; Wanzenb€ock, Lata and Ince 2020), 
previous grant awards (Bol, de Vaan and van de Rijt 2018; 
Tamblyn et al. 2018), while there is no conclusive evidence 
regarding the size of the institution of affiliation (Murray 
et al. 2016; Piro et al. 2020) and the applicants’ gender (e.g. 
Mutz, Bornmann and Daniel 2012; Albers 2015; Volker and 
Steenbeek 2015).

Tamblyn et al. (2018) found that reviewers tended to give 
lower scores to proposals from applicants belonging to a dif-
ferent scientific domain, and Sandstr€om and H€allsten (2008)
that reviewers provided higher scores when they had the 
same affiliation as the applicant. Also, some studies observed 

2                                                                                                                                                                              Research Evaluation, 2024, Vol. 00, No. 0 
D

ow
nloaded from

 https://academ
ic.oup.com

/rev/advance-article/doi/10.1093/reseval/rvae020/7674904 by N
IFU

 user on 01 August 2024



that female reviewers tend to be stricter than their male peers 
(e.g. Borsuk et al. 2009; Wing et al. 2010).

An important issue in the evaluation of research proposals 
is also the low level of reliability: several studies found a high 
level of disagreement between reviewers, across different 
fields and countries (e.g. Hodgson 1997; Marsh, Jayasinghe 
and Bond 2008; Mallard, Lamont and Guetzkow 2009; 
Lamont and Huutoniemi 2011; Mutz, Bornmann and Daniel 
2012; Pina, Hren and Maru�sic 2015; Seeber et al. 2021), al-
though some estimates were based on subsamples of high 
quality and/or funded proposals, which is methodologically 
wrong and reduces the degree of agreement (e.g. Jayasinghe 
et al. 2003; Pier et al. 2018), and instead, when the entire 
sample was considered then the agreement was actually quite 
high (Erosheva, Martinkov�a and Lee 2021). Disagreement 
between reviewers is partly desirable: reviewers have different 
scientific expertise and backgrounds, that complement each 
other and ensure an integration of different views and opin-
ions (Harnad 1979; Langfeldt 2001; Olbrecht and Bornmann 
2010). Yet, very low agreement between reviewers results in 
unreliable and inconsistent decision-making processes, 
threatening the legitimacy of the procedure (Tan et al. 2016; 
Derrick and Samuel 2017). The evaluation of scientific pro-
posals is arguably even more complex than the evaluation of 
scientific articles, because it regards research that has not yet 
been conducted nor produced results (Hemlin 2009). 
Disagreement can also depend on the lack of effort, expertise, 
and experience in evaluating a specific funding scheme 
(Seeber et al. 2021). Jayasinghe et al. (2006) and Marsh, 
Jayasinghe and Bond (2008) argued that low agreement 
depends on the fact that each reviewer often scores only few 
submissions, so they proposed and successfully tested a sys-
tem in which reviewers sequentially read and rated several 
proposals. Seeber et al. (2021) argued that experience with a 
funding scheme is necessary to gain an understanding of its 
evaluation criteria, quality and scoring standards, and found 
that the reviewers’ past and current level of experience with a 
specific funding scheme improved reliability, while general 
experience in evaluating proposals did not.

The efficiency of the project funding system has also been 
contested, from several perspectives and in several regards. 
Project evaluation generates costs in terms of time and effort 
and investment, for agency administration and evaluation 
managers, reviewers, editors, and for researchers to prepare 
proposals (Guthrie, Ghiga and Wooding 2017). These costs 
have been estimated �20–35% of the allocated budget 
(Gluckman 2012). The greatest share of the costs is indirect 
and borne by the applicants, with estimates ranging from 
74% to 85%, �15% for the review process and 5–10% of 
administrative costs (Graves et al. 2011; Gluckman 2012; 
Barnett et al. 2015). As previously mentioned, each funded 
project entails many months and often years of indirect salary 
costs for the time spent in writing successful and unsuccessful 
proposals grant (e.g. Herbert et al. 2013; Couvrer 2020; 
Enspire 2021), with some studies suggesting that applicants 
spend too much time in preparing proposals (Geard and 
Noble 2010) and that increased effort did not increase the 
chances of success (Herbert et al. 2013). Some scientists esti-
mated that up to 60% of their time is devoted to the search 
of funding (Fang and Casadevall 2009). Resources are spent 
by funding agencies to pay its personnel as well as reviewers, 
and by universities and public authorities in promoting and 
supporting grant proposal (Guthrie, Ghiga and Wooding 

2017). Moreover, several years can pass from the moment a 
scientist starts writing a proposal to the moment the fund 
becomes available, which implies a considerable delay in 
bringing research findings to the public.

The increasing competition for funding exacerbates these 
negative effects: scientists spend even more time writing 
grants while acceptance rates has become slimmer (Fang and 
Casadevall 2016), so that more time is spent on unsuccessful 
grant proposals rather than doing research. For these reasons, 
several scholars support that (radical) changes in the way to 
allocate research fund are necessary (e.g. Ioannidis 2011; 
Roumbanis 2019; Philipps 2022).

2.2 The rationale of a two-stage procedure and 
expected effects
The evaluation process of research proposals varies across 
agencies, but a common feature is that applicants typically 
submit a single, full-fledged proposal.3 Next, the proposals 
are assessed and scored by a certain number of reviewers, 
typically independently from each other, and the average 
score is computed; in other cases, the reviewers discuss their 
evaluations and agree on a final score or adjust their individ-
ual scores before an aggregated score is calculated. Finally, 
the proposals with the highest scores are chosen.

The implicit assumption of using full proposals from the 
outset is that this is necessary to distinguish even low quality 
from good/excellent proposals. However, in many domains 
of evaluation it is relatively simple to distinguish bad from 
good products, while the real challenge is to distinguish good 
from excellent ones (e.g. Barab�asi 2018). Requiring long and 
time-consuming proposals may not be always necessary. For 
instance, in 2009 the National Institute of Health (NIH) re-
duced the length of the proposals for their most important 
grant from 25 to 12 pages (Fang and Casadevall 2009), and 
scholars proposed to reduce the burden on applicants by sim-
plifying and shortening proposals (Herbert et al. 2013). 
Barnett et al. (2015) examined Australian Centre for Health 
Services Innovation (AusHSI) streamlined protocol for apply-
ing and awarding funding using a short proposal of 1,200- 
word limit and interview for those selected. They found that 
applicants spent 7 days on average preparing their proposal 
and t provided positive feedback, namely that the 1,200- 
word limit was “challenging but not impossible” and 
“reduced a lot of the unnecessary paperwork” encountered in 
other funding schemes.

In turn, it may not be efficient to require long and pro-
posals from all applicants. The evaluation procedure could be 
arguably more efficient if entailing a first stage of short pro-
posals, which would demand much less time for applicants to 
prepare, and only those applicants that pass the first scrutiny 
will have to submit a complete proposal (Bendiscioli and 
Garfinkel 2021). Morgan et al. (2020) examined the impact 
of changing from a one-stage to a two-stage procedure at the 
UK’s National Institute for Health Research’s (NIHR) 
Research for Patient Benefit (RfPB) Programme and found an 
increase in the number of applications, quicker average deci-
sions, and estimated a 29% decrease in the review costs.

This article examines the effects of a similar two-stage pro-
cedure adopted since 2020 by the Foundation Dam, to reduce 
the burden on the applicants (time spent on writing proposal) 
and reviewers (to evaluate each proposal), and use the resour-
ces spared to increase the number of reviewers. The effects of 
adopting a two-stage procedure are not obvious and deserve 
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to be investigated, because they may result in greater burden, 
if drafting a short proposal requires a similar amount of time 
as drafting a long one.

In sum, adopting a two-stage procedure can impact several 
aspects of the process.

First, it can affect the average time spent by the applicants 
to write their proposals, namely:

T1 þ T2�S in the two-stage procedure compared to TF in 
the one-stage procedure.
Where:
T1 is the average time to write a short proposal in the 
first stage.
T2 is the average time to write a proposal for the sec-
ond stage.
S is the share of proposals accepted for the second stage.
TF is the average time to write a long proposal in the one- 
stage procedure.
Second, it can affect the time that an expert spends to eval-
uate each applicant’s proposal(s):
R1 þ R2�S in the two-stage procedure compared to RF in 
the one-stage procedure.
Where:
R1 is the average time to evaluate a short proposal in the 
first stage.
R2 is the average time to evaluate a proposal for the sec-
ond stage.
S is the share of proposals accepted for the second stage.
RF is the average time to evaluate a long proposal in the 
one-stage procedure.

Third, it can affect the number and type of proposals re-
ceived. First, more scientists may be lured to the program be-
cause less time is required to write a short proposal. Possibly, 
the program may attract more submissions from scientists 
that regard their proposals as having lower chances of suc-
cess, such as risky, innovative, or lower quality proposals. 
Attracting more proposals can be desirable, although some of 
the additional proposals may be of lower quality and it can 
increase the total cost of evaluation process, even if the aver-
age time to write and review a single proposal is smaller.

Fourth, there are arguably complex effects on the accuracy 
of the evaluation. On the one hand, long proposals provide 
more information and can therefore increase the accuracy of 
the evaluation. On the other hand, reviewers typically evalu-
ate many proposals, and longer proposals can induce greater 
cognitive fatigue, which leads to decreased attention and 
poorer evaluations and judgements (van der Linden, Frese 
and Meijman 2003; Boksem, Meijman and Lorist 2005; 
Linder et al. 2014). In turn, a longer proposal is no guarantee 
of a more accurate evaluation.

3. Data and methods
We used a case-series design with ‘real-life’ data already col-
lected through the proposal and peer review processes in the 
Foundation Dam in the years 2018–21. A new process was 
introduced prior to the 2020 call, and this study explores dif-
ferences between the old and the new process.

We first compare the average time an applicant spends in 
drafting a proposal(s) in the one-stage vs. the two-stage pro-
cedure, the average time to review a proposal in the one-stage 
vs. the two-stage procedure, and variations in the number of 

proposals received by the Foundation Dam after the transi-
tion to the new evaluation procedure.

Second, we compare 1) the peer review reliability in the 
one-stage procedure (only long proposals) and the two-stage 
procedure (short proposals and long proposals) and 2) the 
score results in the short and the long proposals in the two- 
stage procedure.

3.1 The foundation dam programs and 
evaluation procedures
The Foundation Dam was established by three Norwegian, 
voluntary health organizations in 1993, with the purpose of 
distributing funds to health projects, including health re-
search projects, in collaboration with Norwegian voluntary 
health organizations. The funds the foundation distributes 
comes from a portion of the surplus from the national lottery. 
In 2021, the foundation granted a total of NOK 310 million 
(EUR 30,5 million), and a total of 1,301 Norwegian research 
projects had been funded since the first grants were awarded 
in 1997.

For the years 2018 to 2021 the program “Forskning” (i.e. 
“Research”) provided funding for PhD- and postdoctoral 
scholarships. The maximum project duration was four years, 
and the maximum proposal amount was �2.800.000 NOK 
(�280.000 ein 2018–20).

In the one-stage process used in 2018 and 2019, the pro-
posals consisted of a proposal form, including a 10-page proj-
ect description of �49,000 characters and a CV (see Box 1 in 
the Supplementary Appendix for more details). Each pro-
posal was assessed by pairs of reviewers, and each reviewer 
assessed the proposal independently of the other reviewer. 
The proposals were assessed using nine review criteria and a 
scoring scale ranged from 1 (poor) to 7 (excellent) (see Box 2 
in the Supplementary Appendix for more details on the evalu-
ation criteria). An average score was calculated giving equal 
weight to each criterion, and each reviewer assigned a final 
score to each proposal. Next, the reviewers met to discuss the 
applications, and agreed on an overall proposal score that 
was used to make the final decision.

In the two-stage process used in 2020 and 2021, the short 
proposals in stage one consisted of a proposal form with text 
fields adding up to �8,000 characters (see Box 1 in the 
Supplementary Appendix for more details). Each proposal 
was assessed by groups of five reviewers that assessed the 
proposals independently of each other using four criteria in a 
scoring scale ranging from 1 (poor) to 7 (excellent) (see Box 2 
in the Supplementary Appendix for more details on the evalu-
ation criteria). An average score was calculated giving equal 
weight to each criterion and the proposals were selected 
based on the average of the individual scores.

In stage two, the long proposals consisted of a proposal 
form, CVs and an attached 10-page project description, aver-
aging �49,000 characters. The proposals were assessed by 
the same reviewers as in stage one. Each proposal was 
reviewed independently by every reviewer, before the 
reviewers met for a group discussion. After the discussion, 
the reviewers adjusted their scores independently and the av-
erage scores were used to make the final decision.

3.2 Sample
All data have been collected through the application and re-
view processes in the Foundation Dam research funding pro-
gram “Forskning” in the years 2018–21. The proposals were 
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submitted through an online application system, and all pro-
posals’ reviews were conducted in the same system.

The sample included data from four calls, one in each of 
the years 2018, 2019, 2020 and 2021. A total of 1,438 pro-
posals (594 long proposals in 2018 and 2019, and 668 short 
proposals and 184 long proposals in 2020 and 2021) were in-
cluded. These proposals received a total of 5,007 individual 
evaluations by reviewers, and 4,905 individual evaluation 
scores (Table 1).

Information about the time the applicants spent in writing 
the proposals was collected via an online survey (via survey-
monkey.com), introduced for the first time in 2019 to get an 
overview of the applicants’ satisfaction with the application 
process, the degree of reuse and the time and personnel 
invested in developing and submitting the proposal. In 2019, 
the survey was sent to the applicants right after the applica-
tion deadline. All applicants were e-mailed a link to the sur-
vey and the survey was voluntary. In 2020 and 2021 the 
survey was added to the application form and was thus 
obtained as a part of the application process in both stage 1 
(short) and stage 2 (long).

Table 1 summarizes the data available from the evaluations 
and survey responses.

It is important to discuss whether the way the data was col-
lected might have introduced some form of bias. In this re-
gard, several aspects should be considered. First, applicants 
did not have an interest in declaring an incorrect amount of 
time spent in writing the proposal and especially not to 
downplay it. Second, the survey was attached to the pro-
posals, but it was not seen by the reviewers, and it was 
treated anonymously by the funding agency. Third, there 
were indeed cases in which applicants declared to be dissatis-
fied, 2% in 2020 and 4% in 2021, or moderate satisfaction 
(�10%). Fourth, the voluntary nature of the survey in the 
one-stage process could have a selection effect. Therefore, we 
compare the characteristics of the applicants’ that responded 
and did not respond to the survey to assess whether they dis-
play different traits. We consider the variables at our dis-
posal, namely the score of the proposal, the sex of the 
applicant and the sum requested. Tables 2–4 presents the de-
scriptive statistics as well as t-test and chi-square statistics 
results. Overall, the two samples display very similar charac-
teristics, and the tests reveal that the differences are not statis-
tically significant. Most importantly, the samples do not 
differ in the scores of the proposals. In fact, if respondents 
displayed systematically lower or higher scores, this could 
have biased responses, with applicants more (or less) satisfied 
being more prone to respond, and possibly reporting 

systematically different time to complete a proposal. This did 
not happen. It is also important to notice that there is no rela-
tionship between score of a proposal and time spent writing 
proposal (correlation 0.09, p-value 0.38).

3.3 Statistical analyses
The analysis includes all proposals, and their associated re-
view scores, submitted to the Foundation Dam research fund-
ing program “Forskning” in the years 2018–21, and includes 
three sections, focusing on i) time spent in writing the pro-
posals; ii) time to evaluate the proposals and variations num-
ber of proposals received; iii) reliability/agreement of 
individual evaluations in the two procedures, and changes in 
scores from short to long proposals in the two- 
stage procedure.

3.3.1 Time spent in writing a proposal
To compare the time spent writing a proposal in the old pro-
cedure (only long proposal) and in the new procedure (short, 
or short þ long proposal) we used a Mann Whitney U test. 
Information was retrieved from the survey completed by the 
applicants. Applicants were asked about how many work-
days they spent in writing the proposal. We conducted two 
analyses, one including outliers and one excluding outliers 
(defined as mean þ /- 2 SD). Proposals or reviews with miss-
ing data were excluded.

3.3.2 Time to review a proposal and number of proposals
To estimate the time for review we use two proxies. First, 
Foundation Dam used a “fixed” time per proposal review to 
calculate remuneration: 0.5 h per short proposal and 1.5 h 
per long proposal. Second, a time estimated by the reviewers: 
Foundation Dam conducted surveys among their reviewers, 
about several aspects of the review process, and included a 
question about the time spent for review: “Approximately, 
how many minutes did you spend on average per 
application?”. The respondents provided their answers in a 
simple text box, not limiting their preferred answer in any 
way. The survey was distributed to the reviewers shortly after 
the review deadline.

Table 1. Evaluation data and survey responses by year.

Proposals (n) Granted (n) Reviewers  
involved (n)

Reviews per  
proposal (n)

Reviews (n)a Review  
scores (n)b

Survey  
response (n)

2018 323 43 18 2 644 617 0
2019 271 36 18 2 542 513 94
2020 (short) 366 30 5 1596 1596 366
2020 (long) 90 30 30 5 406 406 90
2021 (short) 302 30 5 1395 1395 302
2021 (long) 94 37 30 5 424 424 94

a Proposals from 2020 and 2021 were evaluated by 5 reviewers each, but a reviewer signalling a conflict of interests was exempted—each proposal having 
at least 3 reviews. 5 short proposals in 2020 and 1 short proposal in 2021 were excluded (did not fulfil requirements), and they did not undergo peer review.

b 24 and 27 proposals in 2018 and 2019, respectively, were “excluded” by one or both reviewers due to not fulfilling the requirements of the call.

Table 2. Respondents to voluntary survey: score of proposals.

Count Median Mean Standard deviation

no response 500 4.500 4.538 0.983
yes response 94 4.500 4.323 1.117

t-test unequal variance assumption: two-tailed t(121)¼ − 0.866, P 0.388.
t-test equal variance assumption: two-tailed t(586)¼ − 0.941, P 0.347.
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Thus, the average “fixed” time and “estimated” time spent 
for each reviewer to evaluate the proposal(s) of each appli-
cant (full in 2018/2019 and short or short þ full in 2020/ 
2021) were calculated.

We also checked the change in number of proposals in re-
cent years, in correspondence of the transition to the 
new procedure.

3.3.3 Reliability
We employed two indicators of reviewers’ agreement and 
two indicators of reliability to compare evaluation reliability 
in the different approaches.

As to agreement, we considered the absolute value of the 
score difference between all pairs of reviewers’ rating the 
same proposal. In the old, one-stage procedure there were 
two reviewers, so one score was computed for each proposal. 
In the new, two-stage procedure there were typically five 
reviewers, hence 10 difference scores were computed for each 
proposal, and in some cases four reviewers (six difference 
scores) or three reviewers (three difference scores).4 We used 
student t-test to compare mean differences among procedure. 
As a proxy of agreement, we also considered the Standard 
Deviation (SD) in the reviewers’ scores.

As to reliability, we considered the i) Single Intra-Class 
Correlation coefficient (ICC (1,1)) and ii) Average ICC (ICC 
(1, k)). In short, the ICC represents the proportion of the var-
iance explained by the grouping structure in the population 
(Snijders and Bosker 2011). In this specific case, it is given by 
the ratio between the variance between proposals on the total 
variance, e.g. the sum of the variance between and within 
proposals. The ICC ranges from 0, when the grouping con-
veys no information, i.e. when there is no relationship be-
tween scores of the same proposal, to 1, if all scores for the 
same proposal are identical. A consequence, if the variance 
within applications stays the same, but the variance between 
applications decreases, then the ICC will also decrease. This 
scenario is likely in the two-stage process, where only a sub-
set of the highest ranked applications is selected to submit 
full proposals. This also means that the agreement as mea-
sured by the score difference of the same proposal can 

change, without the reliability as measured by the ICC chang-
ing in the same way.

In addition, we study the reliability of the two-stage proce-
dure by exploring how the score of the short proposals se-
lected for the second stage changed.

4 Results
4.1 Time spent by the applicants to write 
the proposals
Table 5 illustrates the time spent by the applicants in writing 
their proposals in the two procedures.5 The average time 
spent per applicant in the one-stage procedure was 37.0 
person-days and the median time 18 person-days (SD 48.3).

In the two-stage procedure, the applicants that did not 
achieve the second stage spent on average 16.75 person days 
(median 8), whereas applicants that achieved the second stage 
spent on average 36 person-days (median 28). Therefore, the 
average time spent by all the applicants in the two-stage pro-
cedure—including the 460 applicants that did not achieve the 
second stage (only short proposal) and the 228 applicants 
that achieved the second stage (short and a long proposal) - 
was 22.8 person-days and the median 13 person-days (SD 
34.5). Hence, on average, the two-stage procedure reduced 
by 38% the time that each applicant spent in writing pro-
posals compared to a one-stage procedure.

A Mann Whitney U test comparing the person-days spent 
in the two procedures is strongly significant (z 4.0003, 
P< 0.001) and corroborates the descriptive evidence about a 
considerable saving of time to write proposals in the two- 
stage procedure compared to a one-stage procedure.

We repeated the test after excluding outliers:6 the average 
time spent per proposal in the one-stage procedure was 27.6 
person-days and the median 17, while the average time spent 
per proposal in the two-stage procedure was 18.2 person- 
days and the median 12. Also in this case, a Mann Whitney U 
test is strongly significant (z 3.8311, P< 0.001).

4.2 Time to evaluate the proposals and number of 
proposals received
As previously mentioned, Foundation Dam used a “fixed” 
time per proposal review to calculate remuneration: 1.5 h for 
a long proposal and 0.5 h for a short proposal. Thus, the av-
erage “fixed” time spent by each reviewer on each applica-
tion was 1.5 h for the one-stage procedure (all only long 
proposals) and 0.92 h for the two-stage procedure, namely all 
short proposals evaluated, and 28% of them also evaluated 
in the second stage, in the form of long proposals: 
1�0.5 þ 0.28�1,5¼0.92. This implies that the average 
“fixed” time for each reviewer to evaluate an applicant pro-
posal(s) was reduced by 39% in the two-stage procedure.

Considering the time estimated by the reviewers, in 2018, 
18 reviewers (100%) responded and reported an average re-
view time of 75 min (SD 60.9 min) per proposal/applicant. In 
2020 and 2021, a total of 48 (80%) responded following the 
stage one review and 53 (88%) responded following the stage 
two review. They reported an average review time of 26 min 
(SD 6.6 min) and 89 min (SD 6.6 min), respectively. 
Therefore, considering that 460 applicants only submitted a 
short proposal, and 208 applicants submitted a short and a 
long proposal, the average review time per applicant was 
53.7 min7, which compared to 75 min for the one-stage pro-
cedure implies -28.4% less time.

Table 3. Respondents to voluntary survey: sex of applicantsa.

male female % male % female

No response 101 292 26 74
Yes response 22 57 28 72
Total 123 349

chi-square statistic is 0.1576. The P-value is 0.691414. The result is not 
significant at P<0.05.

a Considering those that did not filled in the information on sex, the 
percentages for non- respondents are: 20% male; 58% female; 21% no 
response; for respondents: 23% male; 61% female; 16% no response.

Table 4. Respondents to voluntary survey: sum requested (NOK).

Count Median Mean Standard Deviation

no response 500 2.250.000 2.270.251 437.075
yes response 94 2.265.000 2.341.645 479.192

t-test unequal variance assumption: two-tailed t(124)¼ 1.343, P 0.182.
t-test equal variance assumption: two-tailed t(592)¼ 1.430, P 0.153.
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As to the number of proposals received, Table 1 shows that 
there was a growth in the number of proposals in the first 
year of the new procedure: namely 360 proposals in 2020, 
compared to 322 in 2018 and 271 in 2019. In 2021, how-
ever, the number of proposals was similar: 330. Hence, the 
growth has been modest, �10%, and possibly determined by 
exogenous factors like the Covid 19 pandemic, which in 
other contexts led to an increase in grant applications (e.g. 
Krukowski, Jagsi and Cardel 2021).

4.3 Agreement and reliability
Table 6 presents two indicators of reviewers’ agreement—i.e. 
the average distance and the Standard Deviation (SD)—and 
two indicators of reliability—i.e. the Single intra-class corre-
lation coefficient (ICC) and the Average ICC—for the one- 
stage and two-stage procedures. It shows that in terms of 
agreement and reliability, the two-stage short is consistently 
better than the one stage long. It displays more agreement, i. 
e. smaller average distance and standard deviation between 
pairs of reviewers of the same proposal, and greater reliabil-
ity, i.e. a greater share of the variance is between proposals 
than within reviewers of the same proposals. More precisely, 
the mean distance in scores between pairs of reviewers was 
0.360 lower in the short proposals in the two-stage procedure 
compared to the proposals in the one-stage procedure (t-stu-
dent test: 95% CI 0.292–0428, P<0.01). The reliability of 
the review of the long proposals in the two-stage procedure 
pertained a subsample of already high-quality proposals (see 

next section), and comprehensibly display even higher levels 
of agreement and reliability.

To further study the reliability of the scores in the two- 
stage procedure, we explored how the scores of short pro-
posals reaching the second stage changed when evaluated in 
the long proposal format. Of 662 proposals,8 196 qualified 
for the second stage, and among these, 184 were finally sub-
mitted to the second stage. Proposals reached the second 
stage when obtaining an average score in the first stage above 
4.90 in a scale from 1 to 7 (the exact threshold changed 
slightly between calls). In the second stage, most of the pro-
posals (84%) still obtained a score above 4.90 points. The 
mean score for the 184 proposals that reached the second 
stage was similar for the short proposals and the long pro-
posals in the second stage (5.32 vs 5.28), and the mean abso-
lute change in score from the first to the second stage for each 
proposal was 0.39. While proposals that went to the second 
stage changed little in their average scores, the ranking of the 
proposals changed considerably and there was no or very 
weak correlation between the first and second stage ranking 
(Spearman rank correlation is -0.05 for 2020, and 0.16 for 
2021). This suggests that a second assessment of long pro-
posals is not redundant and adds information that changes 
the final selection of granted proposals.

Table 7 illustrates the scores statistics in the two proce-
dures at different stages.

Table 5. Time spent in writing proposals in person-days: comparison of the two procedures.

All data Time spared No outliers Time spared

One stage Two stages One stage Two stages

Only short Short þ long All All

Minimum 2 1 2 1 2 1
Q1 11 4 16 6 10,5 6
Median 18 8 28 13 28% 17 12 29%
Mean 37.0 16.7 36.0 22.8 38% 27.6 18.2 34%
Q3 38 16 44 26 31.5 25
Maximum 210 400 281 400 120 90
St. deviation 48.0 33.6 32.7 34.5 27.2 17.8
n 94a 460 208 668b 89a 648b

a Out of 271.
b Out of 668.

Table 6. Average difference, standard deviation, and intra-class correlation (ICC) coefficients -values in scores evaluation procedures and type 
of proposal.b

Agreement measures Reliability measures

Average distance SD Single ICC (1,1)a Average ICC (1, k)a

One-Stage (long) 1.304 
(1.210–1399) 

1.115 0.12 
(0.04–020) 

0.22 
(0.08–024) 

Two-stage (short) 0.944 
(0.925–0964) 

0.725 0.20 
(0.16–023) 

0.55 
(0.49–060) 

Two-stage (long) 0.907 
(0.872–0942) 

0.690 0.11 
(0.05–017) 

0.37 
(0.22–051) 

a Two ICC types are used. The average ICC says something about the reliability of the review process as a whole. This value is affected by the number of 
raters (k) and higher values are expected for Two-stage (short) and Two-stage (long) than for One-stage (long), as these use five and two reviewers 
respectively. The single ICC says something about the reliability if just one reviewer had been used. Hence, it is suitable for comparing the reliability of the 
different types of proposals.

b The number of proposals included in the calculations for the average distance and SD differs from the ICCs. In the latter case only proposals that got five 
reviews are included.
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5. Conclusions
Research funding agencies commonly select project proposals 
through a single-stage evaluation procedure, which requires 
all applicants to submit a long proposal. This process gener-
ates considerable indirect and direct costs. Therefore, this ar-
ticle explored whether a two-stage evaluation procedure— 
consisting in a first stage selection of short proposals and, 
only for those selected, a second-stage evaluation of long pro-
posals—reduces the average time to write and evaluate a pro-
posal, as well as the effects on the agreement and reliability 
of the reviews.

We used a case-series design with ‘real-life’ data already 
collected through the proposal and peer review processes of 
the Foundation Dam, one of the largest foundations in 
Norway supporting health research. Foundation Dam shifted 
from a one-stage to a two-stage procedure in 2020; the data 
include survey responses from 94 of the 594 applicants in the 
one-stage procedure (2018–19) and all the 668 applicants in 
the two-stage procedure (2020–21), as well as evaluation 
data of 594 long proposals in the one-stage procedure and 
668 short proposals.

The empirical analysis shows that the two-stage evaluation 
procedure significantly reduced the average time that an ap-
plicant spent in drafting the proposal(s) (-38% and -34% not 
considering outliers), and the average time for each reviewer 
to evaluate an applicant’s proposal(s) (-28%), while the 
reviewers’ scores displayed greater agreement and reliability.

Some potential limitations should be discussed. First, we 
studied the effect on the quality of the evaluation by consider-
ing as proxies of accuracy four indicators of reviewers’ agree-
ment and reliability. Reliability and agreement can be 
regarded less important compared to validity, namely the ca-
pability to identify the truly best proposals, however it is im-
portant to remark that excessive disagreement hinders 
validity too (e.g. Seeber et al. 2021). Second, the responses to 
the surveys might have been biased in some way. One source 
of bias originates from the voluntary nature of the survey in 
the one-stage procedure—with one third of applicants filling 
in the form—whereas it was mandatory in the two-stage pro-
cedure. We hence explored the characteristics of the appli-
cants in the one-stage procedure that responded with those 
that did not respond to the survey and found that they dis-
play very similar traits. Another potential source of bias is so-
cial desirability, namely that respondents may tried to 
respond in a way that could increase their evaluation score. 
In this regard, it is important to remark that the survey was 
not visible to the reviewers, it was treated anonymously by 
the funding agency, there were indeed applicants that showed 
dissatisfaction (2–4%) or moderate satisfaction (�10%) with 
the process, and there is no correlation between the time 

spent in writing the proposal and the proposal score. Third, 
the evaluation grid differed somehow in the two procedures. 
The criteria in the one stage procedure largely correspond to 
the criteria in the two-stage procedure but they were ordered 
and phrased to somehow in a different way (see Box 2 in the 
Supplementary Appendix), and we cannot exclude that this 
may have affected to some extent the agreement and reliabil-
ity of the evaluations.

The results have interesting conceptual and practical impli-
cations for evaluation processes. In particular, the fact that 
reviewers’ agreement and reliability are both greater for short 
proposals in the two-stage procedure than for one-stage long 
proposals is remarkable. This may be due to the reduction in 
the length of the proposals and to the reduction in the num-
ber of evaluation criteria from nine to four. First, evaluators 
assessing short proposal may tend to be more prudent and 
avoid extreme scores, and indeed, the variance of all the 
scores is greater for the long proposals one-stage vs. short 
proposals two-stage (1.299 vs. 0.934). However, we also ob-
serve a greater ICC, which implies that the variance within 
proposals (i.e. the disagreement between reviewers of the 
same proposal) decreases even more, leading to greater accu-
racy. Second, a trade off may underpin the length of a pro-
posal. Longer proposals include more information, and, in 
line of principle, more information should increase the accu-
racy of the evaluation, thus increasing agreement and reliabil-
ity. However, more information can have decreasing 
marginal returns in terms of accuracy, and even negative at 
some point, because excessive and redundant information 
may lead to cognitive fatigue and less accuracy (van der 
Linden, Frese and Meijman 2003; Boksem, Meijman and 
Lorist 2005; Linder et al. 2014). A similar mechanism may 
apply to the number of evaluation criteria, and it is debated 
whether a greater number of evaluation criteria increases ac-
curacy or not, with empirical analyses obtaining different 
results (Hug 2024). Future research should further investigate 
the impact of the length of the proposal and the number and 
type of evaluation criteria on the evaluation accuracy, as well 
as on applicants’ and reviewers’ burden. It seems reasonable 
to recommend that funding agencies should carefully assess 
what information is essential in a project proposal and which 
is not, and parsimoniously choose what evaluation criteria 
to consider.

Future research can also explore how a one-stage vs. a 
two-stage procedure affect what type of proposals and appli-
cants are being funded. Some type of proposals (and appli-
cants) may be comparatively better off in a short than in a 
long version, and vice versa. Our analysis provides some ini-
tial insights on this question. We explored how the evaluation 
of short proposals that passed the first stage, changed in the 

Table 7. Scores descriptives by procedure and state.

One stage procedure Two stage procedure

short proposal (all) short proposal (invited to R2) Long proposal

Mean 4.48 4.69 5.32 5.28
Median 4.50 4.70 5.30 5.30
SD 0.97 0.57 0.22 0.46
Min 2 2.5 4.9 3.6
Max 6.5 6 6 6.6
n 542 662 196 184
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second stage. We found that the evaluation scores remained 
high but also that their rank changed, suggesting that the 
evaluation procedure is not completely neutral to 
the outcome.
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Notes
1. It is anyway important to notice that writing an unsuccessful proposal 

can be useful, e.g., to refine or develop new ideas, and hence should not 
be considered barely as wasted time.

2. Namely, efficiency/productivity, administration costs, excellence, 
Matthew Effects, socioeconomic impact, epistemic effects, and equity.

3. Although the length and detail of such proposal vary and in some cases 
the authors of pre-selected proposals are also interviewed in a final 
stage and/or must submit both a short and a long proposal (e.g., for the 
European Research Council grants- ERC).

4. In the 1-step procedure each reviewer assigned a final score to the pro-
posal. In the 2-step procedure each reviewer provides four criteria 
scores per application, and the average of these criteria scores is consid-
ered as overall application score for that reviewer.

5. As explained in the method section, information about the time spent 
to write the proposal was optional in the first survey, while in the sec-
ond survey was mandatory. Hence, we have information on 94 out of 
271 proposals in the one-stage procedure (year 2019) and on all the 
668 proposals in the two-stage procedure (years 2020 and 2021).

6. Values above the mean plus two standard deviations.
7. [(26�460) þ (26 þ 89) � 208]/668
8. Of the 668 submitted proposals, 6 were not eligible and thus rejected 

prior to peer-review.
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