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Review

Introduction

In recent years, bibliometric indicators have increasingly 
been applied in the context of research evaluation as well as 
research policy more generally. Examples include the use of 
citation indicators in evaluation of the scientific performance 
of research groups, departments, and institutions (Moed, 
2005); evaluation of research proposals (Cabezas-Clavijo, 
Robinson-Garcia, Escabias, & Jimenez-Contreras, 2013); 
allocation of research funding (Carlsson, 2009); and hiring 
of academic personnel (Holden, Rosenberg, & Barker, 2005). 
Citation measures are also core indicators in several univer-
sity rankings, such as the Leiden ranking and Academic 
Ranking of World Universities (ARWU) (Piro & Sivertsen, 
2016).

Thus, indicators or metrics are applied for a variety of 
purposes and have permeated many aspects of the research 
system. Traditionally, peer review has been the “gold stan-
dard” for research assessment. Increasingly, metrics are 
being applied as an alternative, by its own or in combination 
with peer review. For example, citation data were used in the 
United Kingdom to inform their peer-review judgments by 
some panels in the 2014 Research Excellence Framework 
(REF; Wilsdon et al., 2015). This raises the question of the 

reliability and validity of citations as performance indicators. 
In which contexts and for which purposes are they suitable? 
These are questions which have been debated over the past 
decades.

In the most radical version, it has been argued that assess-
ment of research based on citations and other bibliometric 
measures is superior compared with the traditional peer-
review method. For example, Abramo and D’Angelo (2011) 
claimed,

Empirical evidence shows that for the natural and formal 
sciences, the bibliometric methodology is by far preferable to 
peer-review. . . . Compromise methods, such as informed peer 
review, in which the reviewer can also draw on bibliometric 
indicators in forming a judgment, do not, in the opinion of the 
authors, offer advantages that justify the additional costs: 
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indicators will not assist in composing human judgments, at the 
maximum permitting a confirmation or refutation. (p. 512)

Similar viewpoints have been put forward by Regibeau and 
Rockett (2016).1

Nevertheless, the application of bibliometric indicators 
for assessing scientific performance has always been contro-
versial. For a long time, the use of journal impact factors 
(JIFs) in research evaluation contexts has been heavily criti-
cized (Cagan, 2013; Hicks, Wouters, Waltman, de Rijcke, & 
Rafols, 2015; Seglen, 1989). Moreover, the application of 
citation indicators has also been criticized more generally, 
with respect to their validity as performance measures and 
their potentially negative impact upon the research system 
(MacRoberts & MacRoberts, 1989; Osterloh & Frey, 2015; 
Weingart, 2004). For example, Seglen (1998) examined 
problems attached to citation analyses and concluded that  
“. . . citation rates are determined by so many technical fac-
tors that it is doubtful whether pure scientific quality has any 
detectible effect at all . . .” (p. 226)

Broadly speaking, while extensive discussions appeared 
during the 1970s and 1980s on what citations actually “mea-
sure” and how citations relate to scientific quality (see, for 
example, Cronin, 1984), this issue seems to have received 
less attention in recent decades. Nowadays, it is often taken 
for granted that citations in some way measure scientific 
impact, one of the constituents of the concept of scientific 
quality. More attention has been paid to methodological 
issues such as appropriate methods for normalizing absolute 
citation counts (Waltman, van Eck, van Leeuwen, Visser, & 
van Raan, 2011b), in addition to development and examina-
tions of new citation-based indicators such as the h-index 
(Bornmann & Daniel, 2007; Waltman, 2016). Although the 
latter development has contributed to important progress in 
the field, the limitations of citations discussed in the 1970s 
and 1980s did not disappear. In the scientific paper, the refer-
ences have various purposes. Authors are not including refer-
ences merely because of their scientific quality. The selection 
of references is determined by various factors, one being 
their relevance for the research topic being addressed 
(Bornmann & Daniel, 2008). These limitations cannot be 
overcome by the construction of technically more sophisti-
cated or reliable indicators.

Against this background, this article provides an over-
view of basic issues related to citations, citation indicators, 
and their interpretation and validity as performance mea-
sures.2 The question of how citations may relate to or reflect 
various aspects of the concept of research quality is paid par-
ticular attention. The research literature on these topics is 
huge, covering numerous issues and research questions. This 
article is written as an introductory overview for a broader 
audience interested in these topics. Therefore, the coverage 
of topics and literature is selective and does not discuss all 
details. In addition, the literature on the interaction between 
citing practices and evaluation processes is only referred to 

in passing, and we do not discuss constructivist and semiotic 
theories of quality and citation (Wouters, in press).

The article is structured as follows: As an introduction, we 
describe some basic issues relating to the construction of 
citation indicators. The “Citation Indicators” part focuses on 
the citation process and which roles the references have in 
the scientific paper. Many previous studies have compared 
citation indicators with the outcome of peer review, and in 
the “Understanding Citations” part, this issue is examined. 
Some factors affecting the validity of citation indicators are 
further described in “Validation Studies” part. In the 
“Citations as Indicators—Other Validity Issues” part, the 
question concerning citations and the concept of research 
quality is addressed. Research quality is a multidimensional 
concept. Therefore, we discuss how citations may relate to 
each of the various dimensions of the quality concept. While 
the first to the fourth part provide a condensed review of the 
issues at stake, the last part is more explorative and discur-
sive. The reason is that few previous studies have addressed 
the topic systematically.

Citation Indicators

The development of bibliometrics as a field is strongly linked 
to the creation of the Science Citation Index (SCI) by Eugene 
Garfield in 1961 (Aksnes, 2005). Originally, this biblio-
graphic database was mainly constructed for information 
retrieval purposes, to aid researchers in identifying relevant 
articles in the huge research literature archives (Welljams-
Dorof, 1997). As a supplemental property, it enabled scien-
tific literature to be analyzed quantitatively. Since the 1960s, 
the SCI and other similar databases, now included in the 
online product Web of Science, have been applied in a large 
number of studies covering many different fields. The option 
for citation analysis has been a crucial cause for this popular-
ity (Aksnes, 2005). In the database, all the references of the 
indexed articles are registered. Based on this, each article can 
be ascribed a citation count showing how many times it has 
been cited by later papers registered in the database. Citation 
counts and indicators can then be calculated for aggregated 
“publication levels,” for example, representing research 
units, departments, or scientific fields. In the early 2000s, 
competing databases were introduced which also include 
citation statistics, most importantly the Scopus database 
(launched in 2004) and Google Scholar (launched in 2004). 
The coverage of the scientific and scholarly literature varies 
across these databases, and the results of citation studies are 
thus dependent upon the particular characteristics of the 
databases and their coverage.

During recent decades, a large number of different cita-
tion indicators have been developed and there has been 
extensive debate about appropriate methods for calculating 
citation indicators, normalization procedures, database cov-
erage, and data quality (for an overview, see de Rijcke, 
Wouters, Rushforth, Franssen, & Hammarfelt, 2016; Moed, 
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2005; Vinkler, 2010; Waltman, 2016). Among the most fre-
quently used citation indicators are the field-normalized cita-
tion impact indicator, the number/proportion of highly cited 
papers, and the h-index. The first indicator is an expression 
of the average number of citations of the publications, nor-
malized for field, publication year, and document type (e.g., 
regular article or review). For example, a value of two tells 
us that the publications have been cited twice above the aver-
age of their field and publication year, that is, the world aver-
age (Waltman et al., 2011b). Indicators relating to highly 
cited papers are typically percentile-based, for example, the 
number and proportion of publications that belong to the top 
1% or top 10% most frequently cited of their fields (adjusted 
for publication year; Waltman & Schreiber, 2013). Another 
citation-based indicator is the JIF which, despite problems, 
flaws, and recommendation for not using it in research eval-
uation contexts, continues to be a very popular bibliometric 
indicator if not the most popular one (Bornmann, Marx, 
Gasparyan, & Kitas, 2012; Cagan, 2013).

There are large variations in average citation rates across 
different subject areas. For example, in many humanities dis-
ciplines, an average paper receives less than one citation dur-
ing a 10-year period, compared with more than 40 citations 
in some biomedical fields (data from Web of Science 2005-
2015). According to Marx and Bornmann (2015), the main 
reason for such differences relates to the coverage of the 
database. Only a small fraction of the scholarly literature in 
the humanities is represented in the Web of Science, and 
most of the references and citations will not be captured by 
the database. Accordingly, the average citation rate within 
the humanities is much higher when using other databases 
which cover the literature better, such as Google Scholar 
(Harzing & Alakangas, 2016). In addition, the average num-
ber and age of the references, and the ratio of new publica-
tions in the field and the total number of publications play a 
role when it comes to field differences in citation rates 
(Aksnes, 2005).

Because there are large field and temporal differences in 
how many citations an average paper receives, it was sug-
gested in the early days of scientometrics that the absolute 
citation counts need to be normalized (Schubert & Braun, 
1986; Schubert, Glänzel, & Braun, 1987).3 It has since been 
the standard to adjust for field, publication year, and publica-
tion type when calculating citation indicators. The most 
commonly known indicator is the field-normalized citation 
impact indicator, previously known as the crown indicator 
(van Raan, 2004) where the above-mentioned differences are 
taken into account. By this indicator, one attempts to correct 
for the effect of the variables, which are considered to be 
disturbing factors in citation analyses (i.e., associated with 
imbalance in citation opportunities). In recent years, much 
attention has been devoted to methods for normalization, to 
the question of how to delineate scientific fields used in the 
normalization and whether the normalizations should be car-
ried out at the level of individual paper or at aggregated 

paper levels (averages of ratios [AoR] vs. ratios of averages 
[RoA]; Opthof & Leydesdorff, 2010; Waltman & van Eck, 
2013). There is no general agreement on what is the most 
appropriate method (Ioannidis, Boyack, & Wouters, 2016), 
but empirical studies have shown that two different methods 
for normalization, AoR and RoA, did not produce very dif-
ferent results, particular at the level of countries and institu-
tions (Lariviere & Gingras, 2011; Waltman, van Eck, van 
Leeuwen, Visser, & van Raan, 2011a).

Citation distributions are very skewed. This skewness 
was already identified by the historian of science Derek de 
Solla Price (1965). The larger part of all scientific papers are 
never cited or cited a few times only in the subsequent scien-
tific literature (Aksnes, 2005). On the contrary, some articles 
have an extremely large number of citations, reaching into 
the hundreds and even thousands. During the recent two 
decades, there has been growing interest toward using the 
top end, the highly cited papers, as performance indicators. 
The expectation is that these papers represent extra-ordinar-
ily good work and hence may be used to identify scientific 
excellence, an increasing concern in science policy (Langfeldt 
et al., 2015; van Raan, 2000). There are different types of 
such indicators; a common indicator is the number or propor-
tion of articles that belong to the top 1% or 10% most fre-
quently cited papers (in the same field and in the same year).

The h-index was introduced in 2005 (Hirsch, 2005) and 
rapidly became a very popular bibliometric measure. This 
indicator takes both the number of articles produced and the 
citation impact of these articles into account. According to 
the definition of the h-index, a researcher with an h-index of 
15 has at least 15 publications with at least 15 citations. The 
index was originally developed for analysis of individuals, 
but has also been applied at other levels, such as research 
groups, departments, and institutions. Despite its popularity, 
the indicator has several problems. Most importantly, it is not 
field-normalized and no corrections are made for career 
length, which means that the indicator disfavors younger 
researchers (for a review, see, for example, Alonso, 
Cabrerizo, Herrera-Viedma, & Herrera, 2009).

When measuring citation frequencies, the temporal dimen-
sion or time window is important. Usually, articles that have 
been published recently have hardly been cited yet and the 
number of citations increases over time as older papers have 
had more time to accrue citations. In citation analyses, various 
time windows are used, depending on the purpose and field 
analyzed. Frequently, a citation window of 3 to 5 years is used 
(Council of Canadian Academies, 2012). This is a pragmatic 
compromise between a short- and long-term citation window 
(Leydesdorff, Wouters, & Bornmann, 2016). However, the 
extent to which short-term citation rates can be considered as 
predictor of long-term rates will vary (Baumgartner & 
Leydesdorff, 2014) and using short-term windows (e.g., 2 or 3 
years) means that contributions to the current research front 
are appreciated more than long-term impact (Leydesdorff 
et al., 2016). A longer citation window is usually considered as 
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more reliable than shorter windows. For example, Levitt and 
Thelwall (2011) have argued that short citation windows have 
the problem that articles published earlier in a year have a sig-
nificant advantage (i.e., are on average more highly cited) 
compared with publications appearing later in a year. On the 
contrary, a disproportionate long-time period makes the results 
less usable for evaluation purposes. The reason is that one then 
only has citation data available for articles published many 
years previously (Aksnes, 2005). For instance, applying a cita-
tion window of 3 years means that articles need to be at least 3 
years old to be included in the analysis. Thus, contributions 
from the most recent years, the period which would typically 
be of particular interest in research assessment exercises 
(RAEs), cannot be assessed.

Understanding Citations

The question of what citations “measure” has for a long time 
been an important question in bibliometrics. Two of the pio-
neers within citation studies, the Cole brothers, often referred 
to citations as a measure of quality, although a slightly more 
cautious definition was given in the introduction of their 
book on social stratification in science: “The number of cita-
tions is taken to represent the relative scientific significance 
or ‘quality’ of papers” (J. R. Cole & Cole, 1973, p. 21). Even 
today, citation indicators are sometimes presented as mea-
sures of scientific quality (see, for example, Abramo & 
D’Angelo, 2011; Durieux & Gevenois, 2010).

Because citations are derived from the references in the 
literature, it has been a common assumption that the use of 
citations as research performance indicators should be justi-
fied or grounded in the referencing behavior of authors. 
Already in 1981, Smith complained,

Not enough is known about the “citation behavior” of authors—
why the author makes citations, why he makes his particular 
citations, and how they reflect or do not reflect his actual 
research and use of the literature. When more is learned about 
the actual norms and practices involved, we will be in a better 
position to know whether (and in what ways) it makes sense to 
use citation analysis in various application areas. (p. 99)

Many studies on referencing behavior have indeed been 
conducted. We refer to Bornmann and Daniel (2008) and 
Nicolaisen (2007) for extensive overviews of this literature. 
More recent contributions include, for example, Camacho-
Minano and Nunez-Nickel (2009), Thornley et al. (2015), 
and Willett (2013). Roughly speaking, two contrasting per-
spectives may be identified: one in which the intellectual 
function of the references is emphasized and one analyzing 
citing as fundamentally a social process. Typically, the latter 
approach would focus on “outside” and social factors rather 
than content, and has mostly been associated with attempts 
to critique the use of citations as performance measures 
(Aksnes, 2005).

The Role of References in the Scientific Paper

Studies undertaken have revealed that the role of the refer-
ence, both in the citing text and with respect to the cited text, 
is complex. For example, already in 1964, Garfield sug-
gested 15 different reasons for why authors cite other publi-
cations (reprinted in Garfield, 1977). Among these were 
providing background reading, identifying methodology, 
paying homage to pioneers, identifying original publication 
or other work describing an eponymic concept, identifying 
original publications in which an idea or concept was dis-
cussed, giving credit for related work, criticizing previous 
work, correcting a work, substantiating claims, alerts to a 
forthcoming work, providing leads to poorly disseminated 
work, authenticating data and classes of fact—physical con-
stants and so on—disclaiming works of others, and disputing 
priority claims.

Hence, the textual functions of citations vary consider-
ably. In a scientific article, some of the references will repre-
sent works that are crucial or significant antecedents to the 
present work; others may represent more general background 
literature (Aksnes, 2005). For example, in a review of the 
literature published on the topic during 1965-1980, Small 
(1982) identified five distinctions: A cited work may be (a) 
refuted, (b) noted only, (c) reviewed, (d) applied, or (e) sup-
ported by the citing work. These categories were respectively 
characterized as (a) negative, (b) perfunctory, (c) compared, 
(d) used, and (e) substantiated. This means that the different 
functions the references may have in a text are much more 
complex than merely providing documentation and support 
for particular claims.

These and later studies have revealed that the references 
have a multitude of functions in the scientific article. With 
respect to the relation between citation frequency and scien-
tific quality, patterns at aggregated levels are relevant to con-
sider, not only the individual articles. To explain how some 
papers come to be highly cited, one has to focus on how ref-
erences at micro-levels aggregate (Aksnes, 2005). Typically, 
a scientific article is structured as a progression from the 
general to the particular (Law, 1986). This means that the 
introduction of an article typically contains references to 
more general or basic works within a field. The accumulative 
effect of many articles referring to the same general works is 
that such contributions get a very large number of citations. 
References to highly cited publications are more often pres-
ent in the introduction than in other parts of the publications 
(Voos & Dagaev, 1976).

Correspondingly, most scientific publications contain a 
methods section in which the methods applied in the study 
are documented. Here, authors typically cite the basic papers 
describing these methods. Because of this, articles describ-
ing commonly used methods may receive a very large num-
ber of citations. The prime example here is an article from 
1951 on protein measurement (Lowry, Rosebrough, Farr, & 
Randal, 1951), which is the most highly cited paper ever. 
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This article has now been cited more than 305,000 times in 
the Web of Science database (Van Noorden, Maher, & Nuzzo, 
2014).

Although important insights on the role of references in 
the scientific article have been obtained, the accumulation of 
knowledge at the same time has been hampered by the fact 
that different classification systems have been applied in pre-
vious studies (Liu, 1993). Moreover, the studies are often 
based on rather small samples of papers from selected scien-
tific fields, and the results may not have general validity. 
According to Bornmann and Daniel (2008), many studies 
have methodological weaknesses and have provided findings 
with little reliability.

Citation Behavior

Robert K. Merton is often considered to have provided the 
original theoretical basis for linking citations counts to the 
use and quality of the scientific contributions (Aksnes, 2005). 
According to Merton’s view, the norms of science oblige 
researchers to cite the work upon which they draw, and in 
this way acknowledge or credit contributions by others 
(Merton, 1979). Such norms are maintained through infor-
mal interaction in scientific communities and through peer 
review of submitted manuscripts. If authors cite the works 
they find useful, frequently cited publications may be 
assumed to have been more useful than papers which are 
hardly cited at all. Thus, the number of citations may be 
regarded as a measure of the usefulness, impact, or influence 
of a publication. The same reasoning can be used for aggre-
gated levels of publications. The more citations the publica-
tions of, for example, a department draw, the greater their 
influence must be. There are also discipline-specific norms 
or even codes that differ by journal within a field, for exam-
ple, concerning how and when to cite, and how many refer-
ences a paper should contain (Hellqvist, 2010).

Empirical studies have shown that the Mertonian account 
of the normative structure of science covers only part of the 
dynamics (Aksnes, 2005). For the citation process, this 
implies that other incentives shape the citing patterns, like 
creating visibility for one’s work through self-citations or 
citing a journal editor’s work as an attempt to enhance the 
chances of acceptance for publication. Previous studies have 
revealed a multitude of motivations, functions, and causes of 
references in scientific communication (Bornmann & Daniel, 
2008).

Early contributions addressing the social dimensions of 
the references were made by Gilbert and later by MacRoberts 
and MacRoberts and others. Gilbert (1977) argued that citing 
(“referencing”) is essentially a device for persuasion. To per-
suade the scientific community of the value and importance 
of their publication, authors are using references as rhetorical 
tools. References vary in their power of persuasion. 
Therefore, it will be more persuasive to cite an authoritative 

paper, and authors tend to select references that will be 
regarded as authoritative by the intended audience.

Moreover, characteristics of authors’ referencing behav-
ior have been used for arguing against the use of citations as 
performance indicators, for example, by MacRoberts and 
MacRoberts (1989, 1996). Based on empirical case studies, 
they showed that a very small proportion of the knowledge 
basis of an article (consisting of hundreds or thousands of 
former publications) actually are cited. Moreover, the citing 
is biased: some sources are cited essentially every time they 
are used, while other research is never cited even though it 
may be used more often than the highly cited work. 
Accordingly, they criticize citation analysts who

in spite of an overwhelming body of evidence to the contrary . . . 
continue to accept the traditional view of science as a privileged 
enterprise free of cultural bias and self-interest and accordingly 
continue to treat citations as if they were culture free measures. 
(MacRoberts & MacRoberts, 1996, p. 442)

The views of the MacRoberts’s previously led to much 
debate, but their conclusions are generally seen as too sweep-
ing (Aksnes, 2005). Garfield, for example, claimed that it 
would be impossible to cite all former literature on a particu-
lar topic. According to the founder of the SCI, the fact that 
authors do not cite all their influences does not invalidate the 
use of citations as performance measures when enough lit-
erature is taken into account (see Garfield, 1997). Although 
most citation analysts seem to agree that citing or referencing 
is biased, it has been argued that this bias is not fatal for the 
use of citation as performance indicators—to a certain extent, 
the biases are averaged out at aggregated levels. According 
to Luukkonen (1990), the presence of different cognitive 
meanings of citations and motivations for citing does not 
necessarily invalidate the use of citations as (imperfect) per-
formance measures. Motives and consequences are analyti-
cally distinct.

Still, the different approaches need not preclude each 
other. In fact, some authors have tried to develop a multidi-
mensional approach (Amsterdamska & Leydesdorff, 1989; 
Cozzens, 1989; Glaser & Laudel, 2001; Leydesdorff, 1989; 
Luukkonen, 1997b). Cozzens, for example, has emphasized 
that a pluralistic explanation of citations means that we 
accept aspects of all perspectives. In the course of writing a 
paper, a scientist’s actions may be oriented to one or another 
aspect. On one hand, the citation behavior of individuals is 
affected by external pressures and there are personal motives, 
self-interests, and so forth in the citation process; on the 
other, there are certain norms, rules, traditions, and etiquettes 
that limit the scope and acceptability of individual actions. 
Thus, there are rules for behavior and interaction, even if not 
the traditional Mertonian ones. Instead of standard (“ideal”) 
versus deviation, an interesting question is to understand the 
patterns, and perhaps identify ways to link quality to particu-
lar features of citation processes.
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Aksnes (2003) introduced a conceptual distinction 
between quality dynamics and visibility dynamics to explain 
how micro-level decisions to cite particular papers aggregate 
and result in highly cited publications. Here, the quality 
dynamic is grounded in the structure of scientific knowledge. 
Typically, scientific progress is achieved through a variety of 
contributions. Some represent major scientific advances; 
others are filling in the details. This distinction is related to 
Cole’s concepts of core and frontier knowledge (S. Cole, 
1992). In the view of Cole, core knowledge consists of the 
basic theories within a field, while frontier knowledge is 
knowledge currently being produced. Much of the research 
produced at the frontier are low-level descriptive analyses or 
represent contributions that turn out to be of little or no last-
ing significance (S. Cole, 2000). Therefore, a large part of 
what is published does not as such pass its way into core 
knowledge. Also, parts of what is published represent “dead 
ends” and does not function as a basis for further knowledge 
development. In consequence, according to Aksnes (2003), 
one expects a skewed distribution of citation scores and dif-
ferences between fields depending on the relationship 
between evolving core knowledge and more ephemeral fron-
tier knowledge. At the same time, citation frequencies are 
determined by other mechanisms and are not a simple reflec-
tion of the quality dynamics. The concept of visibility 
dynamics accounts for some of these mechanisms, such as 
the bandwagon effect. When one article is cited by many 
subsequent publications, even more people become aware of 
this article. Thus, its visibility, and thereby the chances of 
getting even more citations, increases. This is a variant of the 
“Matthew effect” (Merton, 1968), stating that recognition is 
skewed in favor of established scientists. Similarly, when an 
article has received many citations, it obtains status as an 
authoritative paper. In turn even more authors will cite it, as 
appealing to existing authorities may be one reason for citing 
a paper (Gilbert, 1977).4

As indicated above, previous studies of the citation pro-
cess have not provided any simple answer to the question of 
what citations stand for. Even now, in spite of detailed stud-
ies of referencing behavior, there is no unified theory. 
Nevertheless, some overall findings remain: the references 
have a multitude of functions in the scientific article, only a 
small proportion of the relevant literature is cited, and the 
authors have a multitude of motives for including particular 
studies as references. To what extent this affects the use of 
citations as performance indicators is still a matter of debate 
and is discussed below.

Validation Studies

While empirical studies have revealed a multitude of factors 
involved in the citation process, the issue has also been 
approached from another angle: by comparing citation indi-
cators with the outcome of peer review. During recent 
decades, many such studies have been carried out. In the 

studies, assessments by peers have been typically considered 
as a kind of standard to which citation indicators can be vali-
dated. The basic assumption is that there should be a correla-
tion if citations legitimately can be used as indicators of 
scientific performance. The studies differ in methodology 
and levels of investigation, ranging from individual papers, 
individual researchers, research groups, and departments. In 
the three latter cases, a collection of publications with aggre-
gated bibliometric measures is typically compared with peer 
assessment. In this way, the comparative validation is less 
direct by focusing on how citation indicators work at aggre-
gated levels and not at the level of individual papers.

Some studies have analyzed grant peer reviews with the 
aim of assessing whether applicants that have been awarded 
funding were more cited than unfunded applicants (see, for 
example, Cabezas-Clavijo et al., 2013; Hornbostel, Bohmer, 
Klingsporn, Neufeld, & von Ins, 2009). However, according 
to a recent review, the results are ambiguous (Wouters et al., 
2015). While some studies have found a positive correlation 
between funding and citation impact, others have questioned 
whether grant peer review and citation impact are correlated 
(Bornmann, 2011).

There are also several studies analyzing the issue with 
respect to peer judgments of research groups. For example, 
Rinia, van Leeuwen, van Vuren, and van Raan (1998) showed 
that various citation indicators correlated significantly with 
peer ratings of research programs in condensed matter phys-
ics. Aksnes and Taxt (2004) analyzed the relationship 
between bibliometric indicators and the outcomes of a peer 
review of Norwegian research groups at a mathematical and 
natural science faculty, reporting positive but weak correla-
tions. Other examples include van Raan (2006) who ana-
lyzed the correlation between the h-index and several 
standard bibliometric indicators with the results of peer-
review judgment for research groups within chemistry in the 
Netherlands. He found that the h-index and the normalized 
citation impact indicator both correlated quite well with peer 
judgments.

In several countries, national RAEs are carried out on a 
regular basis. These assessments have also enabled compara-
tive analyses of citation indicators and peer ratings. For 
example, such analyses have been carried out in an Italian 
context (Ancaiani et al., 2015). As part of the Italian RAE, 
the national agency ANVUR analyzed the agreement 
between grades attributed to journal articles by informed 
peer review and by bibliometric indicators. A significant 
degree of concordance was found “. . . supporting the choice 
of using both techniques in order to assess the quality of 
Italian research institutions” (Ancaiani et al., 2015, p. 254). 
However, the methodological fundament for this conclusion 
has been contested by Baccini and De Nicolao (2016), who 
argue that the analysis is flawed and that informed peer 
review and bibliometrics do not produce similar results. As 
mentioned in the introduction, Abramo and D’Angelo (2011) 
in an article, contrasting the two approaches, also claimed 
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that the bibliometric is by far the preferable method in the 
natural and formal sciences. Other examples include 
Oppenheim (1997) who found strong positive correlations 
between citation measures and the 1992 RAE ratings for 
British research in genetics, anatomy, and archeology—but 
his conclusions were criticized by Warner (2000). Several 
additional studies have addressed the issue in respect to sub-
sequent RAE assessment exercises and its successor REF 
(for an overview, see de Rijcke et al., 2016). The most recent 
example is a study comparing the outcome of REF 2014 with 
various metrics (Higher Education Funding Council for 
England, 2015). The study shows that various metrics pro-
vide significantly different outcomes from the REF peer-
review process. For the field-weighted citation impact, a 
Spearman correlation coefficient of .28 was identified at an 
overall level, albeit with significant variations across fields. 
Moreover, there were significant decreases in correlation for 
more recent outputs. The study concludes that metrics cannot 
provide a like-for-like replacement for REF peer review. 
Still, the study does not analyze department-level average 
scores which one might argue would be more relevant with 
respect to the REF (cf. Traag & Waltman, 2018).

Overall, it may be concluded that most of the comparative 
studies seem to have found a moderately positive correspon-
dence, but the correlations identified have been far from per-
fect and have varied among the studies. This means that there 
is so far little empirical support for claiming that citations 
metrics reflect the same aspects of research quality or impact 
as peer-review assessments. However, the extent to which 
the correlation is seen as sufficient depends on the context of 
goals of the evaluation.

There are also several problems related to the fundament 
for such comparative studies (Aksnes & Taxt, 2004). First, a 
peer evaluation may involve assessments of factors besides 
scientific quality or aspects that are unlikely to be mirrored 
through citation counts. Only when citation indicators are 
used in the same decision context as peer review and the two 
address the same dimension of the research performance can 
one reasonably compare them. This problem is illustrated in 
the comparative analysis of the REF 2014 referred to above. 
Here, the basis for the analysis was the peer rating of quality, 
consisting of different elements such as originality, signifi-
cance, rigor, impact, vitality, and sustainability. Second, peer 
assessments may not necessarily be considered as the “truth” 
to which bibliometric measures should correspond—the 
peers may be biased or mistaken in their judgments or they 
may lack competence to judge (Rip, 1997). Thus, both the 
methodological basis for comparing peer assessments and 
citation indicators and the assumption that the two may be 
expected to correlate may be questionable. Moreover, panels 
increasingly are considering citation measures as part of the 
evaluation procedure, which means that the two cannot be 
considered as completely independent of each other. This 
relates to another issue that there is reciprocal influence 
which means that high citation counts may be considered as 

equivalent to scientific quality. For example, according to 
Wouters (1999a), publishing in journals with a high impact 
factor has become an independent measure of scientific qual-
ity (see also Rushforth & de Rijcke, 2015). Finally, a large 
number of different citation measures exist and the outcome 
would also depend on which indicators are selected for the 
comparative analysis.

Citations as Indicators—Other Validity 
Issues

As is evident from the overview above, there is no simple 
answer to the question what citation indicators measure or 
indicate. It is clear that many limitations are attached to cita-
tions as performance measures. Besides the fundamental 
problems associated with the multifaceted referencing 
behavior of researchers, there are several more specific prob-
lems and limitations of citation indicators.

One important issue concerns the coverage of the data-
bases applied, as well as the reference patterns. In the social 
sciences and humanities, publishing in books is more com-
mon and international journals have a less prominent role. 
Besides, the older literature is still important and many of the 
research fields have a “local” orientation (Ossenblok, Engels, 
& Sivertsen, 2012). Although the literature coverage of cita-
tion databases has improved (Web of Science and Scopus), 
the coverage of the humanities and several social science dis-
ciplines remains limited (Waltman, 2016). Accordingly, cita-
tion analyses may lack justification in these fields, and some 
countries such as Italy, which have used quantitative indica-
tors in their national research assessments, have not included 
metrics in the assessments of social sciences and humanities 
(Ancaiani et al., 2015).

Problems related to more technical issues, such as dis-
crepancies between target articles and cited references 
(misspellings of journal names, author names, errors in the 
reference lists, etc.), and mistakes in the indexing proce-
dures conducted by Clarivate Analytics (previously 
Thomson Reuters) or Elsevier (Leydesdorff et al., 2016; 
Moed, 2002) may confuse citation analyses. Such errors 
affect in particular the accuracy of the citation counts to 
individual articles. A large number of more specific factors 
may undermine the use of citations as performance mea-
sures (see, for example, Seglen, 1997). Some of these relate 
to the citation process, for example, so-called “negative” 
citations (criticizing, correcting, and disclaiming other 
works), “citation circles” (groups of researchers who cite 
one another’s work), and extensive self-citation rates. Some 
of these problems have a fundamental character and are 
inherent in any use of citations as indicators, others may be 
resolved by the construction of more advanced indicators, 
while others again may be of less importance in practice. 
For example, negative citations tend to be very rare 
(Catalini, Lacetera, & Oettl, 2015) and self-citations can be 
adjusted for if needed.
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However, problems and limitations of citation analysis 
arise differently at different levels of aggregation (Aksnes, 
2005). When citations are used as indicators, aggregated lev-
els representing larger number of papers and citations are 
usually analyzed. According to Welljams-Dorof (1997), this 
has important implications:

In general, the larger the citation data set being used, the higher 
the confidence level of the results. Analyses involving entire 
fields of research, nations, regions and large universities are 
virtually unaffected by the concerns and caveats about citation 
data . . . The confidence level at these large aggregate levels is 
quite high in analyses of fundamental, basic research. (p. 206)

Nevertheless, there is a lack of empirical studies confirming 
that this is actually the case, and possibly some of the biases 
is of a fundamental nature attached to all citations measures, 
while the effect of others may tend to level out when aggre-
gated levels are considered.

An example of the first type of limitation relates to the 
skewed citation distributions. One may question whether the 
very highly cited papers are an order of magnitude more 
influential than the papers which have been less highly cited. 
Ideally, one wants citation indicators to measure impact in a 
monotonic fashion: the higher the scores, the “better” the 
paper (Ioannidis et al., 2016). However, according to Aksnes 
(2003), the skewness in the citation distribution is larger than 
the quality differentiation among scientific contributions 
might justify. This is because of the sociological and aggre-
gational processes involved. In the beginning, an article may 
be cited for substantive reasons (e.g., its content has been 
used). Later, when the article is widely known and has 
received many citations, sociological mechanisms will be of 
increasing importance (authors citing authoritative papers, 
the bandwagon effect, etc.). Some papers will benefit greatly 
from such effects while others will not.

As described in the introduction, a large number of cita-
tion indicators exist, each with various strengths and limita-
tions. Because of this, it has long been emphasized by 
bibliometricians that more than one indicator should be used 
in research evaluation contexts (van Raan, 1993). For exam-
ple, the mean normalized citation score is size-independent 
and does not take into account the number of publications. 
According to Abramo and D’Angelo (2016), this is a major 
problem with this indicator because it does not truly repre-
sent productivity. The fact that citation distributions are 
extremely skewed also raises questions concerning the use of 
mean as indicator, and Bornmann and Mutz (2011) have pro-
posed to use percentile ranks as a non-parametric alternative 
to the means of citation distributions for the normalization.

Dimensions of Research Quality and 
Citations

As shown above, the question on the relation between cita-
tions and research quality is complex and will arise 

differently depending on the field analyzed, the database 
used, the timeframe and indicators applied, and so forth. In 
addition, research quality is a multidimensional concept, and 
in this section, we will look further into this issue.

As a starting point, we can take the three dimensions dis-
tinguished by Polanyi (1962): plausibility, originality, and 
scientific value.5 In this view, good research is based on evi-
dence and is scientifically sound (plausibility), it provides 
new knowledge (originality), and it has importance for other 
research (scientific value). More recent studies have added 
societal value, that is, including importance for society as a 
fourth dimension of research quality (Gulbrandsen, 2000; 
Lamont, 2009). In many research evaluation exercises, sci-
entific quality and societal importance/impact are seen as 
two independent pillars (e.g., in the U.K. REF, in the Dutch 
SEP, and in the most recent evaluations performed by the 
Research Council of Norway).

Notably, empirical studies of researchers’ conceptions of 
research quality have come up with a multitude of notions 
and aspects of quality. They span from correctness, rigor, 
clarity, productivity, recognition, novelty, beauty, signifi-
cance, autonomy, difficulty, and relevance to ethical/sustain-
able research (Aksnes & Rip, 2009; Bazeley, 2010; Hemlin, 
1991; Hug, Ochsner, & Daniel, 2013; Lamont, 2009; 
Martensson, Fors, Wallin, Zander, & Nilsson, 2016). Overall 
dimensions can be seen as attempts to create overall catego-
ries across such multitude of criteria and aspects.

Moreover, all assessments of research quality may be 
context-dependent, in terms of, for example, the time of 
assessment and the time/field/sector perspectives of the eval-
uators. Different evaluators may have different perceptions 
of what is significant and solid research, and what is original 
will by definition change over time. There may also be intrin-
sic tensions between the dimensions. Whereas solidity and 
scientific value demand some compliance with previously 
established norms and previous research, the most original 
research may conflict with this (Luukkonen, 2012; Polanyi, 
1962).

In sum, whereas plausibility/soundness, scientific value, 
and societal value and originality seem commonly perceived 
key characteristics of research quality, each of these dimen-
sions include a variety of aspects; they may be context-
dependent and may also conflict with each other.

Below we discuss how citations may relate to each of 
these dimensions of the quality concept. Surprisingly, this 
topic has rarely been addressed specifically in the literature 
and there are few studies analyzing the issue empirically. 
Studies of referencing behavior have provided some findings 
of indirect relevance. However, from citation counts alone 
one cannot reveal why a specific paper is repeatedly cited by 
other researchers. A general methodological problem is that 
the multiple causes of references cannot be deduced by 
“travelling back” from citations. The reason for this is that 
the way citation indexing has developed historically leads to 
the loss of information about the citing context in the citation 
databases (Wouters, 1999b, 2014). The many different 
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reasons for the citations to a paper have therefore become 
obliterated from the record. As a result, citations cannot be 
sorted in those citations that do signify the perceived quality 
of the cited paper and those that do not.

In the following, we illustrate this further by looking at 
the different dimensions that together constitute the com-
monly used concept of “research quality.”

Solidity and Plausibility

The first dimension of the quality concept regards the plausi-
bility, soundness, and solidity of the research. Included are 
virtues such as that research should be well-founded, based 
on scientific methods, and produce convincing results.

How citations relate to or reflect these aspects of the qual-
ity concept is complex to assess as many different dimensions 
need to be considered. Even when solidity and related aca-
demic virtues are aspects which are considered by peers when 
manuscripts are submitted to journal for publications, there 
are large differences when it comes to the solidity and plausi-
bility of published studies. The literature contains numerous 
publications of which the solidity is poor, the results unreli-
able or even involving misconduct or scientific fraud (Fanelli, 
2009). The latter issue has also been investigated empirically, 
showing that some publications which have been retracted 
due to fabrication and falsification of results are very highly 
cited, some with several hundreds of citations (Fang, Steen, & 
Casadevall, 2012). Moreover, a disproportionally high share 
of the articles retracted due to fraud were published in presti-
gious high impact journals. Although articles retracted due to 
fraud represent a very small percentage of the overall scien-
tific literature, the problem may be increasing (Fang et al., 
2012). The journal referees have apparently considered these 
papers as sufficiently solid to be published. More generally, 
there are also indications that methodological soundness and 
plausibility are not sufficiently emphasized in the review of 
manuscripts for publication (Lee, 2015). Thus, the referee 
system does not fully ensure the quality dimension related to 
solidity and plausibility, and there are no indications that high 
citation counts reflect solidity.

The issue may be considered from another angle: that of 
the reader and potential citer. One might think that in cases 
where the solidity or plausibility is assessed as poor, the 
work will not be considered as worth citing (i.e., will be 
neglected), and in cases where more than one study shows 
similar results, an author may choose to cite the study she 
perceives as the most solid. As a consequence, solidity/plau-
sibility—as perceived at the time of citing—may to a certain 
extent be reflected in citation patterns. There is, however, 
little knowledge about the extent to which this actually is the 
case, and (as explained in “Understanding Citations” sec-
tion) studies of citation behavior have identified a multitude 
of factors that are not per se associated with the solidity of 
the studies. Therefore, it seems unlikely that citations can be 
seen as valid indicators of the solidity of the publications.

Originality and Novelty

The second dimension, originality and novelty, derives from 
the fundamental demand that research should produce new 
knowledge. Originality may include new hypothesis, new 
methods, new theories and models, and new results, and may 
span from additions/improvements of established knowledge 
to radical novelty/disruption of existing research.

It seems reasonable to assume that studies with high origi-
nality or novelty will be much cited. For example, it has been 
argued that potential breakthrough discoveries in science can 
be identified on the basis of citation patterns (Winnink, 
Tijssen, & van Raan, 2016). Moreover, Nobel Laurates, who 
presumably have contributed to research of extraordinary 
high originality and novelty, tend to be more highly cited 
than the average scientists (Gingras & Wallace, 2010; 
Wagner, Horlings, Whetsell, Mattsson, & Nordqvist, 2015), 
and many have published so-called “citation classics.” Based 
on such observations, Garfield previously explored the pos-
sibility for using citation statistics to predict future winners 
(Garfield & Welljams-Dorof, 1992). At the same time, high 
citation counts do not necessarily imply breakthrough or 
Nobel class research. The extremely highly cited Lowry 
et al. (1951) paper on protein measurement, described above, 
is an interesting case in this respect. As a consequence of 
referencing norms, the article has probably been cited almost 
every time the method has been used. But according to 
Lowry himself, “It just happened to be a trifle better or easier 
or more sensitive than other methods, and of course nearly 
everyone measures proteins these days” (quoted in Garfield, 
1979b, pp. 363-364).

Example of papers which typically would be considered to 
have low originality and novelty would be the so-called “rep-
lication studies.” Although such studies are important for the 
validation of research, for testing and demonstrating the gen-
eralizability of existing findings, they tend to be seen as 
“bricklaying” exercises, rather than as major contributions to 
the field (Everett & Earp, 2015). If the results of studies only 
corroborate those of previous studies, they have low novelty 
and are probably less likely to be cited. Many journals appear 
to be reluctant to publish replications because they would 
have a negative influence on the citation rate, the impact fac-
tor, of the journal (G. N. Martin & Clarke, 2017). However, 
the recent attention to the lack of replicable results in bio-
medical, clinical, and psychological studies (Ioannidis, 2005) 
may lead to a higher social status of replications studies.

The above considerations show that there is no simple 
relationship between originality or novelty and citations. 
Studies with high originality may include both major scien-
tific advances and minor contributions. In the latter case, 
articles may not be cited because their research question is a 
“dead end” which means that it does not function as a posi-
tive basis for further work—despite being novel or original 
in approach. This brings us to the next dimension of the 
research quality, scientific value.
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Scientific Value

Scholarly or scientific significance may include relevance to 
previous as well as future research—cumulativety as well as 
the opening new research fields. Assessments of the impor-
tance of the research may depend on the generalizability of 
the results and the size of, and general interest in, the research 
field/question.

Scientific value and significance are dimensions of the 
quality concept to which some citations may most directly 
relate. This is commonly argued as follows. When a scientist 
refers to a paper, it has been useful or relevant in some way 
for the present research or for the writing of the publication. 
Thus, frequently cited articles may be assumed to have been 
more useful than publications that are hardly cited or not at 
all, and possibly be more useful and thus important in their 
own right (Aksnes, 2005). This means that the number of 
citations may be considered as a measure of the article’s use-
fulness, impact, or influence on other research. The same 
reasoning can be used for aggregated levels of articles. This 
is the typical way of justifying the use of citations as perfor-
mance indicator. However, as discussed in “Understanding 
Citations” section, citations have both intellectual and social 
functions. In recent times, the relationship between scholarly 
quality and citations has become more complicated as 
researchers have become aware of the need to increase their 
visibility. This has become especially urgent as research 
funding has become scarce and the competition for resources 
has sharpened. In addition, since the use of citation indica-
tors as performance indicators, researchers are aware that 
their references may influence the careers of the researchers 
they cite. High numbers of citations to a particular research 
group or individual researcher may thus be the result of a 
strong visibility strategy or of direct or indirect “citation 
gaming” (Biagioli & Lippmann, in press). Although strate-
gies to strategically cite are not by definition questionable 
research practices (but some of them would certainly qualify 
as such), these processes do undermine the validity of the 
citation as an indicator of scholarly quality.

In 1983, B. R. Martin and Irvine described the conceptual 
difference between quality and impact in this way: “‘Quality’ 
is a property of the publication and the research described in 
it. It describes how well the research has been done, whether 
it is free from obvious ‘error’ . . . how original the conclu-
sions are, and so on” (p. 70). The impact of a publication, on 
the contrary, is defined as the “actual influence on surround-
ing research activities at a given time.” In the view of B. R. 
Martin and Irvine, it is the impact of a publication that most 
closely is related to the concept of scientific progress—a 
publication causing a great impact represents a major contri-
bution to knowledge at the time it is published. Using these 
definitions, it is also evident that impact would be a more 
adequate interpretation of citations than quality. As an exam-
ple, even a “mistaken” publication can have a large impact 
by stimulating further research. Similarly, a publication by a 

recognized scientist may be more visible and therefore have 
more impact, earning more citations, even if its quality (in 
terms of originality and solidity) is no greater than those by 
lesser known researchers (B. R. Martin, 1996). Impact is the 
most commonly used concept for what citations reflect, 
although other concepts such as influence, importance, sig-
nificance, and utility occasionally also are used (Moed, 
2005). However, the use of impact as the most appropriate 
concept has usually been justified by theoretical consider-
ations, and there are few attempts to address the issue empiri-
cally or relate it to previous findings on citation behavior. 
Some have attempted to resolve this issue by using the com-
bined concept citation impact, as this expresses the method-
ology used to measure impact (Moed, 2005). According to 
Waltman, van Eck, and Wouters (2013), citation impact 
should be distinguished from scientific impact, as an influen-
tial researcher sometimes has a lower performance in terms 
of highly cited publications than some of their less influential 
colleagues.

Societal Value and Relevance

This dimension of the quality concept may include any kind 
of extra-scientific relevance, for example, relevance to edu-
cation, health, wealth, or the environment. In many settings, 
research with a value outside science will be higher valued, 
and social relevance and broader impacts are often part of 
funding agencies’ review criteria for research grants 
(Langfeldt & Scordato, 2015).

Societal relevance is often considered to be something 
which is much harder to measure than scientific relevance or 
impact (B. R. Martin, 2011). There seems to be a widespread 
assumption that this issue cannot be adequately assessed 
through standard citation indicators, and in recent years, 
increasing attention has been devoted to developing method-
ologies for assessing and measuring societal relevance and 
impact (Bornmann, 2012, 2013).

For a long time, citation analyses have been applied in 
patent studies (Meyer, 2000). Through analyses of patents 
citations to scientific publications, knowledge has been 
obtained on the interaction and impact of science on technol-
ogy. Thus, these studies have yielded information on a par-
ticular type of societal relevance and impact: the technological 
(van Raan, 2017). Still, a basic limitation is that many inno-
vations are not patented and patents are not suitable to assess 
societal relevance or impact in a broader context. Only a very 
small minority of the publications indexed in the Web of 
Science or Scopus databases are actually cited by patents 
(van Raan, 2017).

A more general reason why societal relevance is difficult 
to assess through citation counts is that the literature indexed 
in Web of Science and Scopus consists mostly of academic 
and scholarly publications.6 While citations may reflect 
intra-scientific use, use and applications that take place along 
other dimensions are far less likely to be captured by citation 
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counts in such journals. For example, Hanney et al. (2006) 
showed that some diabetes papers which were assessed as 
having had an important impact on clinical practice did not 
receive many citations.

Citation indicators are also often considered to have 
important limitations in applied areas. For example, le Pair 
(1995) has emphasized, “In technology or practicable 
research bibliometrics is an insufficient means of evaluation. 
It may help a little, but just as often it may lead to erroneous 
conclusions” (p. 18). Similarly, research of mainly national 
or local interest may often be poorly cited by the literature 
published in international academic journals.

Nevertheless, it is clear that scientific contributions with 
large societal relevance may also be highly cited. For exam-
ple, Edward C. Prescott and Finn E. Kydland received the 
Nobel Memorial Prize in Economics in 2004 for two papers 
which profoundly influenced the practice of economic policy 
in general, and monetary policy in particular (Dymond, 
2015). These papers are very highly cited also in the aca-
demic literature. Similarly, in 1994, the Scandinavian 
Simvastatin Survival Study (4S) provided the first unequivo-
cal evidence that lowering low-density lipoprotein (LDL) 
cholesterol via statin treatment reduces cardiovascular events 
and overall mortality (Pedersen et al., 1994). This paper is 
now cited more than 7,700 times in the Web of Science data-
base. Simvastatin was developed by Merck & Co. and came 
into medical use in 1992 and has had major impact on human 
health (Li, 2009). Prior to losing its patent protection, simv-
astatin was Merck’s largest-selling drug and second-largest-
selling cholesterol lowering drug in the world. Despite these 
and numerous similar examples, it is not possible to identify 
societal relevance from citation counts per se, and uncited or 
little cited publication may have contributed with results of 
great societal relevance.

As described above, there is currently much interest 
toward developing alternative indicators that could capture 
these aspects of scientific activities better, which would be 
undervalued when using traditional citation-based indicators. 
This includes altmetrics using data from social media sources 
(Weller, 2015), and the development of models for analyzing 
the impact of research, such as the “Payback Framework” 
(Donovan & Hanney, 2011). New forms of citation analyses 
have also been developed for analyzing societal impact of 
research. For example, the impact of research on health care 
has been investigated using data on publications cited in clini-
cal guidelines (Grant, Cottrell, Cluzeau, & Fawcett, 2000; 
Lewison & Sullivan, 2008). Similarly, new methods and tem-
plates for classification of citations have been introduced for 
assessing how research findings are translated and used in 
clinical practice (Jones & Hanney, 2016).

Concluding Remarks

The use of citation indicators in research evaluation con-
texts has increased in recent years, as described previously. 
The view generally held among experts within bibliometrics 

seem to be that citations represent a good but not perfect 
impact measure. However, considering the various limita-
tions attached to citations as performance measures, most 
bibliometricians have argued that a bibliometric analysis 
should not function as a substitute for a peer review (Moed, 
2005). At the same time, there are also various limitations 
and shortcomings with peer assessments (Chubin & Hackett, 
1990). For example, human judgment is subjective and the 
opinions of experts may be influenced by lack of knowledge 
and limited cognitive horizons (Lee, Sugimoto, Zhang, & 
Cronin, 2013; van Raan, 2000). Moreover, peer reviews are 
expensive and slow.7

On this basis, it is often argued that bibliometric analysis 
can counterbalance shortcomings and mistakes in the peers’ 
judgments (Aksnes, 2005). Thus, a bibliometric study should 
be considered as complementary to a peer evaluation (Council 
of Canadian Academies, 2012). According to Aksnes and 
Taxt (2004), such a combination of methods would have 
improved the reliability of evaluations carried out in Norway. 
In cases with large discrepancies between the peers’ qualita-
tive judgments and the bibliometric performance measures, 
the evaluation committee should investigate the reasons for 
these deviations. Then, they might find that their own assess-
ments are mistaken or that the bibliometric measures did not 
reflect the unit’s performance (van Raan, 1996).

In the REF 2014, citation analyses were carried out for 11 
of the 36 field-delineated subpanels, mostly in the life- and 
physical-science areas (Wilsdon et al., 2015). In the report on 
the role of metrics in research assessment and management, it 
is recommended that “quantitative data—particularly around 
published outputs—continue to have a place in informing 
peer-review judgments of research quality. This approach has 
been used successfully in REF2014, and we recommend that 
it be continued and enhanced in future exercises” (Wilsdon 
et al., 2015). However, at the same time, it is warned,

Bibliometricians generally see citation rates as a proxy measure 
of academic impact or of impact on the relevant academic 
communities. But this is only one of the dimensions of academic 
quality. Quality needs to be seen as a multidimensional concept 
that cannot be captured by any one indicator, and which 
dimension of quality should be prioritised may vary by field and 
mission.

As is evident from the discussion of this paper, this is an 
important point, as citations are not able to capture all aspects 
of the quality concept. Hence, an increased use of citation 
indicators in research evaluation and funding may imply less 
attention to these other research quality dimensions, such as 
solidity/plausibility, originality, and societal value.

Since the introduction of citation-based indicators in 
research evaluation contexts several decades ago, there have 
often been controversies surrounding the applications 
(Wouters, 1999b). The use of bibliometric indicators for 
evaluation purposes is sometimes met by opposition by sci-
entific communities. For example, researchers are concerned 
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about possible lack of fairness, particularly if the evaluations 
have consequences for research funding. Evaluations which 
are critical or negative often generate protests, although this 
applies to all evaluations regardless of methods applied 
(Luukkonen, 1997a). At the same time, others have wel-
comed the use of citation indicators. The recent report on the 
use of metrics in the REF also shows that there is huge varia-
tion in the viewpoints within the scholarly and scientific 
communities (Wilsdon et al., 2015).

There are no indications that the use of citations as per-
formance indicators will subside in the future. Against this 
background, sensible use of indicators is important. Citation 
indicators may easily be misused or applied in contexts 
where they lack justification or validity. There is a growing 
concern about this issue, as well as on potential negative 
impact of research metrics on the scientific community. This 
is exemplified by the publication of the Leiden manifesto 
containing 10 principles for the measurement of research 
performance (Hicks et al., 2015) and the San Francisco 
Declaration on Research Assessment (DORA) which intends 
to prevent the practice of using the JIF “. . . as a surrogate 
measure of the quality of individual research articles, to 
assess an individual scientist’s contributions, or in hiring, 
promotion, or funding decisions,” (p. 869) (Cagan, 2013).

We conclude that citations reflect—with important limita-
tions—aspects related to scientific impact and relevance, but 
there is no evidence that citations reflect other key dimen-
sions of research quality. There is no obvious road to better 
handle the tension between administrative needs for simple 
measures and more easy evaluation methods and research-
ers’ request for fair and comprehensive assessments of scien-
tific quality. Citation-based indicators cannot provide 
sufficiently nuanced or robust measures of quality when used 
in isolation. At the same time, there are also problems with 
the peer-review system. However, the viewpoint described in 
the introduction that bibliometric assessment is superior 
compared to the traditional peer-review method is not justi-
fied in our opinion. Peer reviews are applied in many differ-
ent contexts, of which peer assessments of manuscripts 
submitted to journals and publishers probably is the most 
fundamental one. For such assessment, citation indicators 
are hardly of any relevance. More generally, citation indica-
tors seem of little help in the evaluation of the solidity/plau-
sibility, originality, and societal value of research.
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Notes

1. For example, they claim, “Overall, there are reasons to sup-
port bibliometrics-based review beyond cost considerations. 
Even simple metrics can perform well at identifying quality 
for some fields, while providing cost effective and transparent 
review. Peer review does not appear to be a guarantor of qual-
ity . . .” (Regibeau & Rockett, 2016).

2. The article is partly based on literature reviews first con-
ducted for one of the author’s doctoral dissertation (Aksnes, 
2005), which have been combined and extended with more 
recent contributions. Some text passages from this disser-
tation have been adapted and incorporated into the present 
article.

3. As an example, Garfield (1979a) early emphasized that 
“Instead of directly comparing the citation counts of, say, a 
mathematician against that of a biochemist, both should be 
ranked with their peers, and the comparison should be made 
between rankings” (p. 367).

4. According to Small, it may be assumed that highly cited papers 
represent the key concepts, methods, or experiments in a field. 
Frequently cited papers have been viewed as “exemplars” 
(using Thomas Kuhn’s terminology), whereby papers are cited 
because they represent a classical study, a “concept” marker 
(Small, 1978), or show how a particular line of research is car-
ried out.

5. Notably, Polanyi used the term “scientific merit,” not “quality.” 
Quality may be a broader term, encompassing more aspects 
than merit. Still, we believe Polanyi addressed the same issues 
as those relevant to our discussion of research quality and cita-
tion indicators.

6. However, according to the web page of Scopus (https://www.
elsevier.com/solutions/scopus/content), more than 300 trade 
journals reaching a specific industry, trade, or type of business 
have been selected for Scopus coverage.

7. For example, Eyre-Walker and Stoletzki (2013) argued, “In 
particular subjective peer review is error prone, biased, and 
expensive; we must therefore question whether using peer 
review in exercises such as the research assessment exercise 
(RAE) and the Research Excellence Framework (REF) is worth 
the huge amount of resources spent on them” (p. e1001675).
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