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$EVWUDFW�
 
This study is an empirical investigation of the relationship between innovation and 
economic performance at the level of individual business units, or more precisely the 
enterprise level. It uses the data from the Norwegian innovation survey 1992 merged 
with accounting data for the period 1991-1997. At the same time the study has a 
methodological purpose, to check to see whether the indicators from the innovation 
survey seem to function well when confronted with empirical accounting data. The 
answer to this question is positive. We do find a number of clear and statistically 
highly significant associations between innovation variables and economic 
performance variables. Moreover, these associations mostly make good sense. This 
indicates that at least some of the innovation variables to a significant extent actually 
do measure what we want them to measure. The performance measures used in the 
study are growth in sales and total assets, as well as two different measures of profit 
ratio. For the two growth measures we find very clear and consistent positive 
associations with innovation variables throughout the whole period, from 1991 to 
1997. The variables which make the most significant contribution here are especially 
innovation expenditures, but also the proportion of sales in 1992 accounted for by 
product innovations. For the two profit ratio measures, we find a very clear 
association with innovation variables for 1992, then some association for 1993, but 
no significant association after 1993. Here innovation expenditures make almost no 
significant contribution, but the proportion of sales in 1992 accounted for by product 
innovations does. 
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&KDSWHU���� ,QWURGXFWLRQ�

It is a commonplace that innovation is essential to economic performance. Such 
claims are often simply asserted, and are often also quite general and vague. Often 
one gets the impression that the claim refers indistinguishably to economic growth 
generally, to the competitiveness of national economies, to the competitiveness, 
profitability, survival and growth of individual enterprises, and so on. Clearly, there 
is need for more precise empirical information which help us make distinctions as to 
how, when, in what sense, to what extent, etc. innovation is important. In this paper 
we will try to make a small contribution to this task by going more closely into the 
relationship between innovation and economic results at the enterprise level, basing 
our analysis on data on both innovation and economic results for a panel of 640 
Norwegian manufacturing enterprises.1 
 
The report is organized as follows. Chapter 2 gives a short description of the data. 
Chapter 3 addresses some basic theoretical and methodological issues in relation to 
the present study, discussing what kinds of results we should expect. In Chapter 4 we 
present a preliminary empirical investigation, analysing the probability of dropping 
out of the sample after 1994. Chapter 5 presents the main empirical results of the 
study, analysing the relationships between the innovation variables and four different 
measures of economic performance: operating profit ratio, return on investment, 
asset growth, and sales growth. Chapter 6 shortly presents the results of an analysis 
of the relationship between innovation and the variation in the performance 
measures. Chapter 7 sums up the main results and discusses some implications for 
further research. 

                                                 
1 The paper builds on and attempts to carry further work already done on this data set by Svein Olav 
Nås and Ari Leppälahti. See Svein Olav Nås and Ari Leppälahti, ‘Innovation, firm profitability and 
growth,’ 67(3�UHSRUW 1/97, Oslo, May 1997. Since this report appeared, accounting data for the years 
1995 – 1997 have been added to the data set. 
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&KDSWHU���� 7KH�GDWD�

Our data set merges data from the Norwegian innovation survey 1992 with 
accounting data.2 The innovation data are the Norwegian component of the 
Community Innovation Survey (CIS) 1992.3 Here a representative sample of 
enterprises has been asked a number of questions relating to innovation. A couple of 
introductory questions allow us to distinguish between enterprises with and without 
innovations. The definition refers to the three year period 1990-1992, and the 
questions are whether the enterprise during this period has developed or introduced 
any technologically changed SURGXFWV, and whether the enterprise during this period 
has developed or introduced any technologically changed SURFHVVHV. The enterprises 
who answer in the affirmative to one or both of these questions may thus be defined 
as innovative, those who answer no to both questions as not innovative. Roughly, a 
little less than half of the enterprises in the sample are innovative according to this 
definition (in the sample we will use here, the proportion is 43.1 per cent, see below). 
We are thus able to compare innovative and non innovative enterprises in terms of 
economic performance.  
 
The enterprises who are defined as innovative have then been asked a number of 
questions regarding their innovative activities and the results of this activity. These 
include expenditures on innovation activities, including R&D expenditures. In this 
connection, they were also asked if they had participated in R&D cooperation with 
different kinds of enterprises and institutions. As a measure of the results of the 
innovation activities, the enterprises were also asked to estimate the proportion of 
sales accounted for by product innovations. In addition, there are a number of other 
questions, including questions on different ways of acquiring new technology, on the 
relative importance of different objectives of innovation activities and on the relative 
importance of different sources of information for innovation activities. A set of 
questions on factors hampering innovation activity is asked to innovative and non 
innovative enterprises alike. All these questions refer either to the three year period 
1990-1992, or to the year 1992. 
 
In addition, for all enterprises, both innovative and non innovative, there is some 
background information regarding such data as industry classification, number of 
persons employed, sales, exports and investments, and whether or not the enterprise 
is an independent enterprise or part of an enterprise group. All these data refer to the 
year 1992. 
 
The data from the innovation survey have then been merged with ordinary 
accounting data, reported by the enterprises in accordance with legal regulations to 
Norwegian public authorities, who use these data first and foremost for purposes of 
taxation. We have these accounting data for the seven years from 1991 through to 
1997. 

                                                 
2 For a more detailed description and discussion of the data set, the basic concepts underlying the data 
and the construction of the panel, see Nås and Leppälahti (1997), pp. 5-16. 
3 In Norway, the survey was carried out by Statistics Norway, and was financed by the Research 
Council of Norway (NFR) and the Norwegian employers’ association (NHO). 
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The number of enterprises in our sample is 640. Basically, these are all the 
enterprises in the innovation survey sample (originally 908) which one could find in 
the accounting data base every year in the period 1991-1994, i.e. which had not 
ceased to exist as separate statistical units in the course of this period. For all the 640 
enterprises we thus have accounting data for the whole period 1991-1994. However, 
when accounting data also for 1995, 1996 and 1997 later were added to the data base, 
some of these 640 enterprises had also ceased to exist as separate statistical units 
(whether because they had ceased to exist altogether, through bankruptcy, or whether 
they had continued to exist in a different form, for instance through being bought up, 
merger, etc.). Thus, some of the enterprises have missing values on the accounting 
data variables for 1995, and the proportion increases for 1996 and then again for 
1997. 
 
It should be noted that the sample we have here is not a simple random sample, but a 
disproportionate stratified sample, i.e. where the units are sampled from different 
strata and where the probability of selection varies across the strata.4 To take this 
deviation from a simple random sample into account would have complicated the 
analysis of the data substantially, and we have chosen not to do so, as we have reason 
to believe that this would not have altered the results of the analysis in any 
significant way. The strata are defined by the cross classification of enterprise size 
groups, measured by number of employees, and industry (classified originally in 
ISIC categories, then reclassified in NACE categories). Generally, the larger the 
enterprise, the higher the probability of selection; in addition, this probability varies 
across industries.  
 
It would have been important to take this variation in the probability of selection into 
account if the effect of other independent variables (notably, the innovation 
variables) on the economic performance variables varied significantly with enterprise 
size and/or industry. This would mean that there were significant interaction effects 
between the other independent variables and enterprise size and/or industry on 
economic performance. However, we find virtually no evidence in our data that any 
such interaction effects should be significant. Consequently, we have reason to 
believe that analysing the sample as if it were a simple random sample will not 
significantly distort the results. 

                                                 
4 See, for instance, Eun Sul Lee, Ronald N. Forthofer and Ronald J. Lorimer, $QDO\]LQJ�&RPSOH[�
6XUYH\�'DWD, Sage University Paper series on Quantitative Applications in the Social Sciences, 07-
071, Newbury Park: Sage Publications, 1989, pp. 9-16. 
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&KDSWHU���� 7KHRUHWLFDO�DQG�PHWKRGRORJLFDO�LVVXHV��
:KDW�NLQGV�RI�UHODWLRQVKLSV��ZRXOG�ZH�H[SHFW"�
3UREOHPV�RI�LQWHUSUHWDWLRQ�

In this section we will discuss what kind of results we would expect to get from an 
empirical study of the relationship between innovation and economic performance at 
the enterprise level. From a straightforward idea of innovation as essential to 
economic performance, we might simply expect to find that innovative enterprises 
performed better than non innovative ones, and the better the more intensive the 
innovation activity, as measured by quantitative innovation indicators. 
 
However, there are several reasons why we should not expect the results of an 
empirical investigation like the present one to be that straightforward. Part of these 
reasons has to do with measurement problems, both when it comes to measures of 
economic performance and measures of innovation, including the timing of 
measurements. This, among other things, influences to what extent we can be 
justified in considering variation in innovation variables as causes of variation in 
performance variables in cases where we find significant association between these 
variables. We will come back to these issues further below.  
 
But even in the event that we did have indicators not affected by measurement 
problems, it is not altogether certain that we should simply expect innovative 
enterprises unambiguously to perform better than non innovative enterprises. One 
argument to support this claim we can get by applying William Lazonick’s 
distinction between LQQRYDWLYH and DGDSWLYH investment strategies. Innovative 
strategies are strategies for value creation and capacities for future growth; they 
‘entail a developmental period before they generate returns.’ Adaptive strategies are 
strategies for value extraction; they ‘reap the returns on past investments,’ while 
gradually undermining the capacities for generating value in the future.5 This would 
suggest that it is an open question whether innovative enterprises are more profitable 
than non innovative enterprises in the short run. In the long run it suggests that 
innovative enterprises should experience higher growth rates than non innovative 
one, perhaps with larger variation in results, due to the riskiness of innovative 
strategies. Then, of course, comes the question of whether the seven years (1991-
1997) which our data cover constitute a long enough period to register these 
relationships. This whole issue further suggests that contrasting the performance of 
individual innovative and non innovative enterprises is not that interesting in itself, 
but that this should perhaps be seen in relation to a question of whether a given 
economy has a reasonable PL[ of enterprises following an innovative strategy and 
enterprises following an adaptive strategy. This would involve looking at processes 
of birth, growth, transformation and death of enterprises, and would crucially have to 
confront the question of structural change. In any case, this distinction between 
innovative and adaptive strategies suggests that we have to distinguish among 

                                                 
5 See William Lazonick, ‘Creating and extracting value: corporate investment behavior and American 
economic performance,’ in Michael A. Bernstein and David E. Adler (eds.), 8QGHUVWDQGLQJ�$PHULFDQ�
(FRQRPLF�'HFOLQH, Cambridge: Cambridge University Press, 1994, pp. 79-113. Quotes from p. 80. 
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performance variables, and that we might expect innovative enterprises to perform 
better than non innovative ones on some variables, but not necessarily on others. For 
instance, while we might not expect any differences on profit ratios in the short run, 
we might expect innovative enterprises to perform better in terms of growth of 
assets. 
 
That it is crucial to distinguish among performance measures is also strongly 
suggested by what Marshall W. Meyer refers to as the ‘paradox of performance,’ 
namely the fact that ‘while performance measures and measurement activity have 
proliferated over time, performance measures tend to be very weakly correlated with 
one another.’6 It is interesting to note that when Meyer chooses one particular 
measure to use as a criterion measure to test an hypothesis that ‘more successful 
organizations will exhibit greater variance across performance measures than less 
successful ones,’7 he chooses growth in an organization’s assets. Although he 
acknowledges that this choice is somewhat arbitrary, he also claims that ‘it may be 
justified on several grounds.’ He claims that ‘growth in an organization’s assets – not 
simply in its sales – is one of the few performance measures for which there is strong 
theoretical justification in the literature.’8 Furthermore, ‘most constituencies 
surrounding a firm favor asset growth,’ while ‘measures to increase productivity and 
returns may, by contrast, provoke severe opposition.’ Concerning theoretical 
justification in the literature, he also comments that ‘agency theory DVVHUWV the 
primacy of shareholder returns, but this is assumed rather than derived from other 
first premises.’9 We may add that the assertion of the primacy of shareholder returns 
rests on an idea of the shareholders as ‘residual claimants,’ coupled with a 
fundamental conviction that if investment decisions are made in accordance with the 
interests of ‘residual claimants,’ the outcome will be optimal.10 This latter conviction 
is not part of the theoretical perspective of the present paper. Correspondingly, from 
the perspective of the present paper, a preoccupation with an ideal ‘true’ measure of 
economic performance and with evaluating the validity of different empirical 
indicators by the extent to which they reflect this single, true measure, does not 
appear as a fruitful approach.11 Rather, we will regard economic performance as in 
essence a multi-dimensional phenomenon. 
 
Another consideration which may help us get a perspective on our expectations of 
what results to get from our investigation and on the interpretation of these results is 
the low explained variance (for instance, in terms of R2) generally obtained when 
economic performance is the dependent variable. J. Bradford Jensen and Robert H. 
McGuckin, arguing against the practice of basing studies of competition and 
economic growth on industry-level observations (and other types of aggregates), 

                                                 
6 Marshall W. Meyer with Kenneth C. O’Shaughnessy, ‘Organizational Design and the Performance 
Paradox,’ in Richard Swedberg (ed.), ([SORUDWLRQV�LQ�(FRQRPLF�6RFLRORJ\, New York: Russell Sage 
Foundation, 1993, pp. 249-278. Quote from p. 249. 
7 Meyer (1993), p. 265. 
8 P. 266. 
9 P. 266. 
10 For a discussion and critique of the ideology of maximizing shareholder returns, see William 
Lazonick and Mary O’Sullivan, ‘Maximizing shareholder value: a new ideology for corporate 
governance,’ (FRQRP\�DQG�6RFLHW\, Volume 29, Number 1, February 2000, pp. 13-35. 
11 See for instance the discussion in Robert Jacobson, ‘The Validity of ROI as a Measure of Business 
Performance,’ 7KH�$PHULFDQ�(FRQRPLF�5HYLHZ, Vol. 77,  No. 3, June 1987, pp. 470-478. 
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claim that ‘most of the observed variation in the data is within industries.’ Indeed, 
‘the vast majority of this variation is not associated with traditional observables such 
as location, industry, size, age or capital; rather, it is associated with unobserved 
firm- or business unit-specific factors, many of which appear to be long-lived 
attributes of the business unit.’12 We may assume that part of this residual variation 
may be accounted for by different innovation variables, but knowing the small share 
of total variation normally accounted for by the more traditional common factors, we 
should perhaps not expect too much from the innovation variables in this respect. 
 
At the same time, the importance of unobserved, firm-specific factors make the 
causal interpretation of any association we should find between innovation variables 
and economic performance problematic. This kind of relationship may well express 
the workings of unobserved third variables. Jensen and McGuckin note that it is well 
documented that adoption of advanced technology is positively related to 
performance, but then ask: ‘does this positive association reflect the impact of the 
technology on the efficiency (competitiveness) of the adopting firm, or is it primarily 
a manifestation of well-managed efficient firms being more likely to adopt advanced 
technologies?’13 
 
The importance of taking account of ‘unobservable factors’ has been heavily stressed 
by Robert Jacobson.14 Among these he mentions corporate culture, access to scarce 
resources, management skill, luck, a particular technology, accumulated consumer 
information, brand name and reputation.15 He claims that unobservable factors ‘can 
be postulated to be principal determinants of business success,’ and that ‘failure to 
control for unobservable factors influencing profitability both biases and exaggerates 
the effect of strategic factors.’16 Jacobson argues in favour of using lagged 
measurements of the dependent variable to control for such firm-specific 
unobservable factors. This means that when explaining some economic performance 
variable in a given year, the same variable for an earlier year should be entered as an 
explanatory variable along with the other explanatory variables in the model. The 
point is that if these unobservable factors are thought of as ‘long-lived attributes of 
the business unit,’ which precisely seems to be the rationale for considering them 
important, then they will influence economic performance both in this particular year 
and in the earlier year. Consequently, when explaining economic performance this 
year, economic performance in the earlier year may serve as a proxy for these 
unobserved factors. If, for instance, the association between adopting advanced 
technology and economic performance simply reflects the circumstance that well-
managed efficient firms are more likely to adopt advanced technology, the effect of 
adopting new technology on economic performance will become insignificant when 
we control for economic performance in the earlier year (which must then be thought 

                                                 
12 J. Bradford Jensen and Robert H. McGuckin, ‘Firm Performance and Evolution: Empirical 
Regularities in the US Microdata,’ ,QGXVWU\� DQG� &RUSRUDWH� &KDQJH, Volume 6, Number 1, 1997, 
pp. 25-47. Quote from pp. 27-28.  
13 Jensen and McGuckin (1997), p. 44.  
14 See Robert Jacobson, ‘Unobservable Effects and Business Performance,’ 0DUNHWLQJ� 6FLHQFH, 
Vol. 9, No. 1, Winter 1990, pp. 74-95 (including commentaries by Robert D. Buzzell and William 
Boulding, as well as a reply by Jacobson). 
15 Jacobson (1990), p. 74.  
16 P. 74. 
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of as referring to a period in time prior to the period to which the adoption of the 
advanced technology variable refers). On the other hand, if the association reflects a 
real effect of adoption of new technology on economic performance, the effect 
should remain significant (and substantial) even when we control for economic 
performance prior to the adoption of the advanced technology. 
 
Clearly, these are complicated questions. The economic performance variable at the 
earlier date will not simply reflect unobservable factors related to the business unit, 
but may also to a significant extent express the effects of ‘strategic factors’ at a still 
earlier time. Or more generally, these unobservable factors cannot simply be 
attributed to the business unit as immutable essences, but evolve over time, and may 
do so partly in response to strategic factors. Ideally, we should thus control not only 
for economic performance at an earlier date (as a proxy for unobservable factors), 
but also for the other explanatory variables at a still earlier date (so as not to make 
the error of ignoring the possibility that economic performance at the earlier date 
itself may reflect the effects of strategic factors). This would imply quite complex 
models, giving rise to difficult questions regarding the interpretation of different 
kinds of coefficients.17 
 
The conclusion to draw from this for our purposes here is that we should reflect 
carefully on the temporal relationships between the variables in our data. It is clear 
that our possibilities for using economic performance at an earlier date as a control 
variable when explaining economic performance are strictly limited. The only 
candidate for which there may be some justification seems to be economic 
performance in 1991, since many of the innovation variables and the other 
background variables refer to 1992 and the rest of the innovation variables to the 
period 1990-1992. Below we will briefly see if anything comes out of this. When it 
comes to using innovation variables at an earlier date as control variables, this is not 
possible at all with our data. 
 
We should also think through the relationships among the different innovation 
variables. For instance, we would be inclined to look at the relationship between 
innovation expenditures (including R&D expenditures) and product and process 
innovations predominantly as one where expenditures influence (cause) innovations, 
with the reverse causal direction being of secondary importance. However, in our 
data the temporal relationship between these variables does not match this 
assumption. The measures of expenditures refer to the year 1992, while the 
definitions of product and process innovations refer to the period 1990-1992. The 
latter should rather predominantly reflect expenditures made earlier than 1992, partly 
perhaps considerably earlier. This raises, among other things, the issue of to what 
extent we may be justified here in treating variables measured at one date as proxies 
for the same variables measured at an earlier date.  
A related question in this connection is to what extent the different innovation 
variables themselves may be said to reflect ‘strategic’ factors and to what extent they 
simply reflect permanent attributes of the enterprise. For instance, does having 
introduced product or process innovations primarily reflect choices or capabilities? 
When an enterprise has not introduced product or process innovations, will this 
typically be because this in an ‘objective’ sense is not profitable in the situation in 

                                                 
17 Cf. the discussion in Jacobson (1990). 
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question, or should it rather typically be characterized as a failure to introduce 
otherwise profitable innovations due to lack of competence? These are complicated 
questions, both conceptually and empirically. How we analyse them will depend on 
what we take as given and permanent, what we think of as changing through 
processes of doing and learning, and what we think can be changed through strategic 
action. A decision not to innovate may from one point of view have been a rational 
one, but precisely because the present lack of competence of the organization has 
been entered as a given premise. However, to a certain extent the competence of the 
organization may be upgraded through strategic action. The whole issue is 
complicated by the fact that there are different kinds of competence, at different 
levels: for instance, there is not only question of the competence necessary to 
develop a certain new product or process, but also of the competence of discerning 
the opportunity and the need for the innovation in the first place.18 The question of 
whether to innovate or not may not even have been asked, because one may simply 
not have been aware of the opportunity. Another important point is that the 
upgrading of competence only to a limited extent can be brought about through 
straightforward instrumental action in the sense of manipulating instruments which 
then cause the desired results to happen. Rather, a crucial component of the 
upgrading of competence will be processes which to a large extent have to run on 
their own. The strategic action here may first and foremost be to get going and try to 
channel self reinforcing processes, and to create conditions favourable to learning. 
We will not go further into the discussion of these issues here. 
 
In our data, we get correlations between economic performance variables and 
innovation variables. Primarily, our perspective will be to look at the former as 
dependent variables, the latter as independent. However, we have limited possibility 
in our data to check whether this direction of causation is the most appropriate way 
to interpret the associations we find.19 The associations may also express the effects 
of third variables not available in our data. Also, the associations may partly reflect a 
causal relationship in the other direction, from economic performance to innovation 
activity. To the extent that this latter influence is reflected in our data, opposite 
forces might be at work. On the one hand, good economic results may lead to more 
innovation, for instance through making available the economic resources needed for 
the effort. On the other hand, bad economic results may lead to innovation, because 
this may trigger an effort to make changes to improve one’s performance. 
 
To these uncertainties regarding the correspondence between the temporal structure 
of our data and the kinds of causal relationships we are searching for we must add 
the uncertainties concerning to what extent the variables in our data actually reflect 
the phenomena which we are interested in. Regarding the performance variables, 

                                                 
18 Cf., for instance, Bo Carlsson and Gunnar Eliasson, ‘The Nature and Importance of Economic 
Competence,’ ,QGXVWULDO�DQG�&RUSRUDWH�&KDQJH, Volume 3, Number 3, 1994, pp. 687-711, especially 
pp. 694-700. 
19 See the discussion in Thomas D. Cook and Donald T. Campbell, 4XDVL�([SHULPHQWDWLRQ��'HVLJQ�	�
$QDO\VLV� ,VVXHV� IRU� )LHOG� 6HWWLQJV, Boston: Houghton Mifflin Company, 1979, more precisely the 
section entitled ‘The Causal Analysis of Concomitancies in Time Series,’ pp. 321-339, written by 
Melvin M. Mark. Although this section is concerned with statistical methods for making causal 
inferences about two variables measured as time series, i.e., it refers to a somewhat different type of 
data from the ones that we use here, many of the issues addressed are relevant to the problems which 
we discuss in the present paper. 
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there has been much discussion of the validity of accounting data as measures of 
economic performance.20 When it comes to the innovation indicators used in the 
innovation studies, they have quite recently been developed, precisely for the 
purpose of the Community Innovation Survey of which our data constitute the 
Norwegian component. They are in need of being tested and refined and developed 
further. Indeed, one objective of the present study is to contribute to the evaluation 
and further development of these innovation indicator. We will discuss in more detail 
some of the innovation variables further below. 
 
Given the above considerations, we cannot expect too much in the way of hypothesis 
testing from the present study, i.e. of testing specific, well-founded hypotheses 
against data which we may be reasonably confident represent reality. Rather, the 
present study will be predominantly H[SORUDWRU\ in character. We will analyse the 
data in an exploratory way to see what kinds of relationships emerge, and we will 
focus on the interpretation of the results. Can we make sense of these relationships? 
This will not simply be an investigation of what the world looks like, of whether, for 
instance, innovative enterprises perform better than enterprises without innovations. 
It will also, reciprocally, be a test of the indicators which we have. To the extant that 
we do find relationships which we can make sense of, this will not simply tell us 
about how the world is, but will also strengthen our confidence that there is some 
validity in the indicators which we use and that we may go along and develop these 
further. However, should we on the contrary find little evidence of relationships 
which we can make sense of, this should not simply lead us to conclude, for instance, 
that there is no relationship between innovation and economic performance. This 
might be the case, of course, but this should also make us suspicious of the validity 
of our indicators. Is there too much measurement error, so that associations are 
diluted? One possible conclusion would thus be that we should concentrate more on 
improving indicators. Again, the main problem here might not be the indicators in 
themselves, but the temporal structure of the measurements. The most reasonable 
assumption here seems to be that there will be a substantial amount of measurement 
error in the data, but not so much as to completely invalidate the indicators. This 
should be kept in mind when one interprets the size of associations as measured by 
correlation coefficients or regression parameters and the like. 
 
Given that the analysis here is exploratory, meaning that we search the data to see if 
any interesting relationships emerge, there is a particular danger that we capitalize on 
random variations here. This makes it particularly desirable to be able to replicate the 
investigation, to test the robustness of the results. We hope to be able to do this by 
performing the same type of analysis on the data from the Norwegian innovation 
survey of 1997, merged with the accounting data paralleling those we here have for 
the 1992 innovation survey, which should mean yearly accounting data for the period 
from 1996 and onwards. For the enterprises participating in both innovation surveys, 
we should also be able to merge both innovation studies with the accounting data for 
the whole period from 1991 and onwards. In addition to testing if we got roughly the 
same results for the 1997 survey as for the 1992 survey, we should be able to 
investigate substantially further into the temporal and causal dimension, since we 
would then have innovation data at two points in time as well as performance data 

                                                 
20 Cf. again the discussion in Jacobson (1987). Cf. also Franklin M. Fisher, ‘Accounting Data and the 
Economic Performance of Firms,’ -RXUQDO�RI�$FFRXQWLQJ�DQG�3XEOLF�3ROLF\, 7, 1988, pp. 253-260. 
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for a longer time series, notably also for a considerable period before the second set 
of innovation data, in addition to after these data. 
 
The question we first and foremost will explore is if innovation is associated with 
economic performance in our data. We will here look at performance both in terms 
of rates of profit, and in terms of growth of assets and sales. We will both compare 
enterprises with and without innovations, and we will use a number of other 
variables describing the innovation activity and its products more closely, including 
quantitative variables measuring such things as the intensity of the innovation effort. 
We will use both simple bivariate analyses and more complex multivariate analyses, 
where we also will control for such background variables as enterprise size and 
industry. 
 
We will also look at the relationship between innovation and the YDULDWLRQ in 
economic performance. An hypothesis might here be that there will be more 
variation in economic performance among innovative enterprises than non innovative 
enterprises. The reason would be an idea that innovation is risky. If one succeeds, 
one has a chance of performing particularly well, but there is also a risk that one 
fails, and then one is likely to perform particularly badly. Therefore, we would 
expect larger proportions both of enterprises who perform particularly well and of 
enterprises who perform particularly badly among innovators than among non 
innovators, which means that the variation in performance should be larger among 
the former than among the latter. 
 
As we briefly pointed out above, the question of the performance of enterprises 
involves not only questions of profitability and growth, but of the very survival of the 
enterprises. Ideally, the question of performance should be addressed through an 
investigation of processes of birth, growth, transformation and death of enterprises. 
Even if we are not able to investigate the question of survival in a comprehensive 
way as part of such processes here, we may address the question of survival in a 
more limited way. In our data, enterprises start to drop out of the sample after 1994. 
By 1997, almost 10 per cent of the original enterprises have dropped out of the 
sample, because they no longer exist as separate statistical units. Thus, we may 
examine the relationship between innovation and the probability of survival in the 
sense of still existing as separate statistical units in 1997. It is not clear what we 
should expect to find here, however. Given a conviction that innovation is essential 
to survival and growth, the naïve hypothesis would seem to be that the probability of 
survival would be higher among innovating than non innovating enterprises. 
However, we may doubt that the time span here is long enough to detect this 
relationship. Furthermore, should the hypothesis of a larger variation in performance 
among innovators than among non innovators, innovators might have a lower 
probability of surviving until 1997 than non innovators even if innovators RQ�DYHUDJH 
should perform better than non innovators. In short, the outcome here is uncertain. 
 
However, there is an additional complication to consider in this connection. The 
continuation or discontinuation of the enterprise as a statistical unit or legal entity 
may not be the relevant distinction for understanding the economic processes 
involved. This question has been discussed by Sidney G. Winter in connection with 
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the problem of defining the boundaries of an organization.21 Distinguishing between 
survival and death depends on ‘an underlying assumption identifying the 
“individual” whose survival is at issue.’22 There is frequently ‘ambiguity about what 
the individual is, and the ambiguity carries over to the definition of survival.’23 
Among the most easily handled cases is perhaps that of ‘a small organization that 
disappears through liquidation, its members and physical assets going their various 
separate ways.’ Even in that case, however, we may not necessarily be dealing with a 
business failure, an entity which has not performed well enough to survive: ‘it should 
be recognized that liquidation may represent the voluntary termination of a 
successful but time-bound enterprise; the inference of a negative verdict by the 
environment may not be warranted.’24 The disappearance of an enterprise through 
acquisition by another enterprise poses more difficult problems. Acquisition may in 
effect be not much different from liquidation. ‘It may represent, from the acquirer’s 
viewpoint, a cheap alternative to construction of new facilities.’ On the other hand, 
‘it may reflect the success and maturation of an entrepreneurial start-up that reaches a 
point where full exploitation of its profit opportunities requires a major infusion of 
capital or more specific assets that the acquirer is able to provide. The acquired firm 
in this case may or may not survive as an identifiable entity within the acquiring 
organization. And if it does so survive, its operations may or may not be substantially 
affected by the fact that it is now part of a larger organization.’ Thus, ‘when the 
events under examination are mergers, acquisitions and divestitures of large or 
medium-sized firms by other large and medium-sized firms, it becomes quite 
problematic to discern in these events the survival, demise, or perhaps resurrection of 
productive organizations. All of the ambiguities noted in the case of small 
organizations are present in greater degree.’25 
 
The implication of this is that we cannot take for granted that the enterprises who 
drop out of the sample because they cease to exist as separate, statistical entities are 
business failures, i.e. have performed so badly that they have not been able to 
survive. There is a wide range of other possibilities. This points to the need to 
investigate in more detail the enterprises who have dropped out of the sample, to 
actually track them down to see what happened to them.26 However, an analysis of 
the data which we already have here may give us some indication as to the economic 
performance of the enterprises who drop out of the sample. We simply propose to 
compare enterprises who survive until 1997 to enterprises who have dropped out of 
the sample after 1994 in terms of economic performance up till 1994. Should it, for 
instance, turn out that enterprises who no longer exist as separate entities in 1997 
generally perform substantially worse up till 1994 than those who still survive in 
1997, this would seem to be consistent with an assumption that the enterprises who 
drop out predominantly are failures, i.e. low performers. 

                                                 
21 See Sidney G. Winter, ‘Survival, Selection, and Inheritance in Evolutionary Theories of 
Organization,’ in Jitendra V. Singh (ed.), 2UJDQL]DWLRQDO�(YROXWLRQ��1HZ�'LUHFWLRQV, Newbury Park: 
Sage Publications, 1990, pp. 269-297, especially pp. 278-281. 
22 Winter (1990), p. 278. 
23 P. 279. 
24 P. 279. 
25 P. 280. 
26 There are, in fact, plans to do just this in the course of the wider project which the present paper is a 
part of. 
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In comparing those who still survive in 1997 to those who have dropped out of the 
sample, there are thus two different types of issue. One is to compare them in terms 
of economic performance up till 1994, to get an indication as to whether an 
assumption that the drop-outs predominantly are business failures seems reasonable. 
The second is to investigate whether there is any relationship between innovation and 
the probability of being among the drop-outs. The interpretation of the results of the 
latter analysis will then depend on the results of the former. 
 
In the following we will start by comparing the drop-outs to the survivors on these 
two dimensions, as a preliminary investigation to the analysis of the relationship 
between innovation and economic performance. 
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&KDSWHU���� 3UHOLPLQDU\�LQYHVWLJDWLRQ��FRPSDULQJ�
HQWHUSULVHV�ZKR�KDYH�GURSSHG�RXW�RI�WKH�VDPSOH�
E\������WR�WKRVH�ZKR�VWLOO�UHPDLQ�

In the original sample, there were 640 enterprises. For all these we have data from 
the 1993 innovation survey as well as accounting data for the period from 1991 to 
1994. When later accounting data for the period 1995 to 1997 were to be added to the 
data set, enterprises gradually dropped out of the sample because they no longer 
existed as separate statistical units. For 1995, accounting data could be found for 
only 604 of the 640 units in the original sample, for 1996 this had been reduced to 
592 units, and for 1997 to 579 units. In other words, of the 640 enterprises still 
existing as such in 1994, 61 or 9.5 per cent had ceased to exist in 1997. 
 
Essential to an assessment of economic performance are not only measures of 
profitability and growth of enterprises, but ultimately the very survival or death of 
economic units. The enterprises who drop out of the sample do so because they cease 
to exist as separate statistical units. It might be tempting, and perhaps natural, to treat 
these as economic units who have failed to survive because they have not performed 
well enough. They should thus be the worst performers of all the enterprises. As an 
important component of an analysis of the relationship between innovation and 
economic performance it would then be interesting to examine the relationship being 
innovative and the probability of dropping out of the sample by 1997. 
 
However, as we have seen above, the assumption that enterprises who cease to exist 
as separate statistical units are simply business failures is not necessarily true. The 
economic units and the activities and routines which they comprise may continue 
under other arrangements, maybe as highly successful economic units. Not knowing 
quite how to characterize in terms of economic performance the units who drop out 
of the sample, we would not quite know what to make of a relationship between 
innovation and the probability of dropping out of the sample, either.  
 
Thus, prior to examining this latter relationship, we will try to get some indication on 
how to characterize the economic performance of the enterprises who drop out of the 
sample. We will do this simply by comparing the enterprises who drop out and the 
enterprises who remain in the sample in terms of their economic performance in the 
years before the former dropped out of the sample. More precisely, we will proceed 
as follows. By 1997, 597 of the original 640 enterprises still existed as separate 
statistical units, 61 enterprises or 9.5 per cent had ceased to exist as such. We can 
thus classify the original 640 units by a dichotomous variable saying whether the 
enterprise still existed or had ceased to exist by 1997. Let us refer to them as 
survivors and drop-outs, respectively. We can then correlate this dichotomous 
variable with different performance variables for the period 1991-94, when we still 
have accounting data for all the units. The dichotomous variable is coded “1” for the 
drop-outs (those who no longer existed in 1997), “0” for the survivors (those who 
still did). That is to say, we look at the probability of dropping out of the sample, 
rather than on the reciprocal probability of surviving in the sample. 
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Because the performance variables contain a small number of extreme outlier values, 
we have chosen to use the ordinal .HQGDOO¶V� WDX�E correlation coefficient as our 
measure here, rather than the more familiar, parametric 3HDUVRQ¶V�U. 
 
To measure economic performance, we will first use two profit rate measures. The 
first is RSHUDWLQJ�SURILW�UDWLR (OPR), defined as the difference between total sales and 
operating costs in a given year, divided by total sales. The second is UHWXUQ� RQ�
LQYHVWPHQW (ROI). This is meant to measure net income against the total capital 
invested, and is defined as net income this year divided by total assets last year.27 
Unlike the OPR measure, the net income concept here includes financial income and 
costs (but excludes ‘extraordinary’ incomes and costs). Table 1, below, shows the 
correlation between the dichotomous drop-out variable and these two profit rates 
measures for the period 1991-1994. Note that we have no data for ROI in 1991, as 
this would require data on total assets for 1990. 

7DEOH���&RUUHODWLRQ��WDX�E��RI�WKH�GLFKRWRPRXV�GURS�RXW�YDULDEOH�ZLWK�RSHUDWLQJ�
SURILW�UDWLR��235��IRU�����������DQG�UHWXUQ�RQ�LQYHVWPHQW��52,��IRU������������
3�YDOXHV�LQ�SDUHQWKHVHV��1 �����

 OPR ROI 

 

1991 -0.07 

(0.0364)* 

 

1992 -0.10 

(0.0022)** 

-0.06 

(0.0690) 

1993 -0.11 

(0.0008)** 

-0.05 

(0.1228) 

1994 -0.17 

(<0.0001)** 

-0.13 

(<0.0001)** 

We see that all coefficients are negative, which means that the higher the profit 
ratios, the lower the chance of having ceased to exist by 1997. For both profit 
measures, the association is quite clear and the coefficient highly significant for the 
year 1994. For the operating profit ratio variable, the coefficients are significant for 
all the years, increasing in absolute value every year. 
 
We have also looked at how the drop-out variable correlates with VDOHV�JURZWK and 
DVVHW�JURZWK up to 1994. Sales growth from one year to another is simply measured 
as total sales in the latter year divided by total sales in the former year. Asset growth 
is measured in the same way, as total assets in the later year divided by total assets in 
the earlier year. We have looked at growth in sales and assets between all possible 
pairs of years in the period 1991-1994. The coefficients are reported in Table 2, 
below. 

                                                 
27 Cf. again Jacobson (1987), p. 470. 
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7DEOH���&RUUHODWLRQ��WDX�E��RI�WKH�GLFKRWRPRXV�GURS�RXW�YDULDEOH�ZLWK�DVVHW�JURZWK�
DQG�VDOHV�JURZWK�EHWZHHQ�DOO�SDLUV�RI�\HDUV�LQ�WKH�SHULRG������������3�YDOXHV�LQ�SD�
UHQWKHVHV��1 �����

 Asset growth Sales growth 

 

1991-92 0.04 

(0.2674) 

0.02 

(0.5135) 

1991-93 0.02 

(0.5130) 

0.03 

(0.3615) 

1991-94 -0.04 

(0.2361) 

-0.03 

(0.3389) 

1992-93 -0.00 

(0.9463) 

0.00 

(0.9718) 

1992-94 -0.06 

(0.0631) 

-0.07 

(0.0433)* 

1993-94 -0.08 

(0.0123)* 

-0.08 

(0.0112)* 

Most of these coefficients are not significant at all. However, growth in sales and 
assets in the latter part of the period tend to be negatively correlated with the 
dichotomous drop-out variable. This especially applies to growth between 1993 and 
1994, but also to a slightly lesser extent to growth between 1992 and 1994. This 
means that the higher the growth in sales and assets from 1993 (and 1992) to 1994, 
the lower the probability of ceasing to exist by 1997. In other words, the better the 
performance on these indicators, the lower the probability of dropping out. 
 
Thus, the general impression here is that economic performance up till 1994 is 
related to the probability of dropping out of the sample afterwards, and in the sense 
that the better the economic performance, the smaller the probability of dropping out. 
The tendency is clearer the closer we come to 1994, the last year before enterprises 
start to drop out of our sample. Also, the tendency is clearer for the profit rate 
measures than for the sales and asset growth measures, and of the former it is clearer 
for the operating profit ratio measure than for the return on investment measure. 
 
The measure which is strongest correlated of all with the dichotomous drop-out 
variable is thus operating profit for 1994, where WDX is –0.17, with a p-value of less 
than 0.0001. Let us look more closely at this relationship. 
 
We will here use a logistic regression model for predicting probability of dropping 
out of the sample at each value of operating profit ratio in 1994. However, since the 
distribution on the operating profit ratio variable shows the presence of a small 
number of extreme outlier values, some of these have been excluded from the present 
model, as they otherwise would have had a too high influence on the model 
parameters. The model thus uses only 630 observations, which means that 10 
observations have been excluded (the five lowest and the five highest ranked on the 
operating profit ratio variable). The results are shown in Table 3 (which is a reprint 
of parts of the SAS output). 
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7DEOH���/RJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�WKH�GLFKRWRPRXV�GURS�RXW�YDULDEOH��IDLO����DV�
GHSHQGHQW� YDULDEOH� DQG� RSHUDWLQJ�SURILW� UDWLR� ����� �FRSU����ZKHUH� WKH� ILYH� ORZHVW�
DQG� WKH� ILYH�KLJKHVW� UDQNHG�REVHUYDWLRQV�KDYH�EHHQ� VHW� WR�PLVVLQJ��DV� LQGHSHQGHQW�
YDULDEOH��1 �����

The LOGISTIC Procedure 
 

  Response Variable FAIL97     
  Number of Response Levels 2     
  Number of Observations 630      
      

Testing Global Null Hypothesis: BETA=0 

Test Chi-Square DF Pr > ChiSq   
Likelihood Ratio 28 1 <.0001   
Score 30 1 <.0001   
Wald 27 1 <.0001   
      

Analysis of Maximum Likelihood Estimates 

Parameter DF Estimate 
Standard  

Error Chi-Square Pr > ChiSq 
Intercept 1 -2 0 164 <.0001 
COPR94 1 0 0 27 <.0001 

We see that the coefficient for the operating profit ratio 1994 variable is negative and 
highly significant, which means that the higher the operating profit ratio in 1994, the 
lower the probability of dropping out of the sample by 1997. However, to help get a 
better grasp of the relationship implied here, Figure 1, below, shows graphically the 
probability of dropping out for each value of operating profit ratio 1994. 

)LJXUH���3UREDELOLW\�RI�GURSSLQJ�RXW�RI�WKH�VDPSOH�E\�RSHUDWLQJ�SURILW�UDWLR�������DV�
HVWLPDWHG�E\�DERYH�ORJLVWLF�UHJUHVVLRQ�PRGHO��VPRRWK�FXUYH���3URSRUWLRQ�RI�HQWHU�
SULVHV�ZKR�KDYH�GURSSHG�RXW�RI�WKH�VDPSOH�DQG�PHDQ�RSHUDWLQJ�SURILW�UDWLR������
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Along with the curve representing the predicted probabilities from the logistic 
regression model (the smooth curve), there is a second, irregular, curve which is in 
need of explanation. The units have been ranked according to operating profit ratio in 
1994. For each unit we have then constructed a group which consists of 51 units: the 
unit itself, the 25 units ranked immediately above it in the classification and the 25 
units ranked immediately below it in the classification. The groups are thus 
overlapping. For the units with less than 25 units below them in the classification, the 
groups consist of less than 51 units: the unit itself, the 25 units ranked immediately 
above it in the classification and all the units ranked below it in the classification, 
and vice versa for the units with less than 25 units DERYH them in the classification. 
For each of the groups we have then calculated the mean operating profit in 1994, 
marked along the x-axis, and the proportion of enterprises who have dropped out of 
the sample, marked along the y-axis. We see that the regression line quite closely 
traces this more ‘empirically’ constructed curve, which should indicate that the 
logistic regression model represents the relationship quite well. 
 
The above figure gives the impression of a quite clear relationship between the 
operating profit ratio in 1994 and the probability of dropping out of the sample by 
1997. For all enterprises as a whole, the probability of dropping out is 9.5 per cent. 
However, for enterprises with an operating profit ratio in 1994 of –5 per cent the 
probability is more than 20 per cent, while for an operating profit of 10 per cent it is 
5 per cent. 
 
To fill out this picture, it may be of interest to see how the observations are 
distributed on the operating profit ratio variable. This is shown separately for 
enterprises who have dropped out and enterprises who are still in the sample by 1997 
in Figure 2, below. 

)LJXUH���&XPXODWLYH�SURSRUWLRQ�RI�HQWHUSULVHV��SHU�FHQW��E\�RSHUDWLQJ�SURILW�UDWLR�
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We see that rather few of the enterprises have operating profit ratios which imply a 
relatively high probability of dropping out of the sample. For an operating profit ratio 
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of –5 per cent we saw that this probability was more than 20 per cent. Figure 2 shows 
that only about 21 per cent of the drop-outs had an operating profit ratio in 1994 of –
5 per cent or less. However, among the survivors the proportion was only about 4 per 
cent. Only about 11 per cent of the survivors had negative operating profit ratio in 
1994, while among the drop-outs the proportion is almost one third (32.8 per cent). 
 

There thus seems to be some justification for the assumption that the enterprises who 
drop out of the sample are business failures, i.e. that they do not perform well enough 
to be able to survive in the market. At least, for several of our performance measures, 
the probability of dropping out of the sample by 1997 decreases with rising economic 
performance. This especially applies to the two profit rates measures in 1994, but 
also to the operating profit ratio for 1991, 1992 and 1993, and to sales growth and 
asset growth from 1993 to 1994, and, to some extent, from 1992 to 1994. For none of 
the measures we find a statistically significant relationship in the other direction. 
 
Having received some indication on how to characterize the enterprises who drop out 
of the sample in terms of economic performance, we do not, however, find any 
relationship between innovation and the probability of dropping out of the sample. 
This applies whether we use the simple dichotomy contrasting innovative and non 
innovative enterprises or whether we use any of the other innovation variables.  
 
It is uncertain how we should interpret this result. The naïve conclusion is that we do 
not find any relationship between innovation and survival. However, the time span is 
probably too short for the testing of this kind of relationship. In addition, it may be 
that at this short time span, a better average performance among innovative 
enterprises than among non innovative enterprises is counterbalanced by a larger 
YDULDWLRQ in performance among the former to produce no association between 
innovation and survival. Also, more complex interpretations are possible. For 
instance, non innovative enterprises who drop out of the sample may predominantly 
be economic failures who simply cease to exist, while innovative enterprises who 
drop out of the sample may predominantly have been acquired by other enterprises 
because promising ventures even though experiencing temporary financial 
difficulties. We have no way of investigating hypotheses of this kind here. In short, 
the outcome of this preliminary investigation is largely inconclusive 
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&KDSWHU���� (PSLULFDO�LQYHVWLJDWLRQ��LQQRYDWLRQ�
DQG�HFRQRPLF�SHUIRUPDQFH�

We will now look at the relationship between innovation and economic performance 
in our data. As measures of economic performance, we will use the four variables 
introduced above: operating profit ratio, return on investment, sales growth and asset 
growth. 
 
The basic innovation variable is the dichotomy between innovative and non 
innovative enterprises, as defined above. Furthermore, for the innovative enterprises 
there are a number of variables characterizing the innovations (for instance, product 
or process innovations), innovation efforts (for instance, different kinds of innovation 
costs), innovation output (for instance, the share of sales accounted for by product 
innovations), etc. 
 
We will comment on the different variables as we go along. However, we may 
already here note an important point. An issue which is often raised in relation to the 
question of whether it is rational for the individual enterprises to innovate, is the 
problem of the appropriability of innovation results and the possibility of free riding. 
The enterprise who develops an innovation may incur huge costs, but even if 
developing a highly successful innovation may not be able to reap the economic 
returns from it because it gets outperformed by other enterprises who simply imitates 
the innovation without having to incur costs of the same dimension as the original 
innovator. A fundamental distinction here consequently is a distinction between 
innovators and imitators. However, in our data we can only to a limited extent make 
a distinction between innovators and imitators, since the basic definition of 
innovation relates to products and processes which are new or changed from the 
perspective of the enterprise in question, regardless of whether they also are new to 
the whole market in which the enterprise operates or not. Only in some cases can we 
make the distinction between innovators and imitators. The most important relates to 
the question of the proportion of sales accounted for by product innovations. The 
main question here asks about the proportion of sales in 1992 accounted for by 
product which were new or changed in the period 1990-1992, where new or changed 
is defined relative to the enterprise in question. However, an additional question asks 
about the proportion of sales accounted for by products which were new or changed 
not only from the point of view of the enterprise, but also for the whole market in 
which the enterprise operates. We will make us of the distinction between original 
innovators and imitators where the data makes this possible. 
 
As a first step in the investigation of the relationship between innovation and 
economic performance, we will in the following simply use the dichotomous 
distinction between innovative and non innovative enterprises and see if there are 
differences on our economic performance variables between these two groups. To 
find out about this, we will look at the correlation between the dichotomous 
innovation variable and the different performance measures. Because of a number of 
extreme outlier values on the performance variables, we use the ordinal .HQGDOO�WDX�
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E correlation coefficient (and not the more familiar 3HDUVRQ¶V� U product moment 
correlation coefficient).  
 
However, we should here at the same time draw attention to a background variable in 
the innovation data set, namely JURVV� LQYHVWPHQW (in machinery, equipment, 
buildings, etc.) in 1992. This variable does not specifically refer to innovation, but is 
likely to be correlated with innovation activity, and is certainly a candidate for 
explaining economic performance. It may therefore be of interest to look at the 
correlation not only between the dichotomous innovation variable and the different 
performance measures, but also between investments and performance. For the 
investment variable to be meaningful, investments must be related to the size of the 
enterprise or the activities carried out by it. We have used three different versions of 
the investment variable: investments (in 1992) have been expressed as a proportion 
of sales (in 1992), per employee (in 1992), and as a proportion of total assets (in 
1992). 
 
We first look at the correlation of the innovation variable and the three versions of 
the investment variable with the RSHUDWLQJ�SURILW�UDWLR (OPR), defined as total sales 
minus operating costs, divided by total sales, in a given year.  
 

7DEOH���&RUUHODWLRQ��WDX�E��RI�GLFKRWRPRXV�LQQRYDWLRQ�YDULDEOH�DQG�WKUHH�LQGLFDWRUV�
RI�LQYHVWPHQWV�LQ������ZLWK�RSHUDWLQJ�SURILW�UDWLR��235��IRU�WKH�\HDUV������������
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We see that only for the year 1992 do we find any statistically significant 
relationship between the dichotomous innovation variable and the operating profit 
ratio. The relationship is a positive one: innovative enterprises tend to have higher 
OPR in 1992 than non-innovative enterprises. The relationship is quite weak, 
however. 
 
By contrast, the investment variables show a much clearer relationship with 
operating profit ratio, and for most of the period for which we have data. This 
especially applies to the investments as a proportion of sales version. The association 
is almost as clear for the investment per employee version. The investment as a 
proportion of total assets version seems more weakly associated with OPR. 
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Let us concentrate on the investment as a proportion of sales version. Here the 
association is significant at the 5 per cent level for all the years from 1991 to 1997, 
and at the 1 per cent level for all the years but the last. Investments as a proportion of 
sales in 1992 is correlated in a highly significant way with OPR as late as in 1996. 
 
We should note the time period to which the variables refer. The investment variable 
refers to investments made in 1992. The innovation variable refers to innovations 
(new products or processes) introduced during the three year period 1990-1992. In 
many cases some of the investments and activities behind these innovations will have 
occurred before this period. Even though the two variables are similar in that they 
refer to the year 1992 in the one case, the period 1990-92 in the other, they are 
different in other respects. 
 
Questions of causality are complex here and it is limited what can be concluded from 
these correlations. We note that investments in 1992 correlate positively with the 
profit rate both the year before, in the same year and in the following years. We may 
speculate that what we see here is part of a pattern where high investments lead to 
high profit rates which in turn lead to high investments, etc. No such pattern is 
indicated for the relationship between innovation and profits. Here there only is a 
significantly positive relationship with the operating profit ratio in 1992, the last of 
the three years to which the innovation definition refers. 
 
There might here be random year to year variation in the operating profit ratio which 
masks a more stable relationship between the innovation and investment variables, 
on the one hand, and the operating profit ratio, on the other. To get an indication of 
this, we have also averaged the operating profit ratio over several years in various 
ways and correlated these average profit ratio variables with the dichotomous 
innovation variable and the investment variables. The results give no indication that 
averaging OPR over several years make appear any relationships masked by year to 
year random variation. 
 
We now turn to our second measure of profitability, UHWXUQ� RQ� LQYHVWPHQW (ROI), 
defined as net income this year divided by total assets last year. Consequently, here 
we have only data from 1992 to 1997, since UHWXUQ�RQ� LQYHVWPHQW for 1991 would 
require data on total assets in 1990. The correlation coefficients are shown in 
Table 5, below. 
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7DEOH���&RUUHODWLRQ��WDX�E��RI�GLFKRWRPRXV�LQQRYDWLRQ�YDULDEOH�DQG�WKUHH�LQGLFDWRUV�
RI�LQYHVWPHQWV�LQ������ZLWK�UHWXUQ�RQ�LQYHVWPHQW��52,��IRU�WKH�\HDUV������������
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We see that both the innovation variable and the three investment variables correlate 
positively with ROI in 1992, with coefficients similar to the ones we found for OPR 
above. However for none of the other years do we find any significant correlations 
between these variables. Averaging ROI over several years in different ways does 
not appear to change this picture.�
 
ROI thus appears to be less associated with innovation and investment than OPR. A 
reason may be that ROI includes financial income and costs in the net income 
concept of the numerator. This may bring in too much random variation in relation to 
the results of productive efforts. 
 
We now turn to JURZWK�LQ�VDOHV as a performance indicator. We here simply use sales 
in one year divided by sales in a previous year. In the table below 1991 is the base 
year: Sales in all the following years have been divided by sales in 1991. We have 
used nominal values and not corrected for changes in the general price level. Taking 
account of inflation would not have affected the ranking of the enterprises. Table 6, 
below, shows the tau correlation coefficients between the innovation and investment 
variables and sales growth. 6*5�� means growth in sales from 1991 to 1992, 6*5�� 
means growth in sales from 1991 to 1993, etc. 
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We see that the investment variables correlate significantly with sales growth from 
1991 up to 1995, but not beyond this. We see a different, and potentially interesting, 
pattern for the correlation between the innovation variable and sales growth from 
1991 variable. For sales growth to 1992 and 1993 we find no significant correlation 
with the innovation variable, and neither for sales growth to 1997. However, we do 
find significant coefficients for sales growth to 1994, 1995 and 1996, and in the case 
of 1995 the coefficient is highly significant. This may mean that we here see an 
effect on sales growth of introducing new products and processes which appears first 
after a few years and then wears off.  
 
Lastly we turn to our fourth performance indicator, growth in total assets. Again, we 
have simply used total assets in one year divided by total assets in an earlier year (in 
nominal values). In the Table 7, below, 1991 is again used as base year, and asset 
growth is asset growth from 1991 to the year in question (for instance, $*�� means 
asset growth from 1991 to 1995, that is, total assets in 1995 divided by total assets in 
1991). 
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All coefficients in this table are significant at the 5 per cent level. There does not 
seem to be much difference between the three investment measures when it comes to 
correlation with asset growth. For asset growth from 1991 to 1992, 1993 and 1994, 
correlation is higher with investment (in 1992) than with the dichotomous innovation 
variable (referring to the period 1990-92). In particular, the correlation between 
investment in 1992 and asset growth from 1991 to 1992 is higher than other 
correlations we have seen so far. This is not surprising, since asset growth also is a 
type of measure of investment. The coefficient is not particularly high, though. For 
asset growth from 1991 to 1995, 1996 and 1997, the correlation with the innovation 
variable is as high as with the investments variable. 
 
It thus seems that we here have a consistent difference between innovative and non-
innovative enterprises in performance. Using 1991 as our base year, innovative 
enterprises have had a higher growth of total assets than non-innovative enterprises 
from 1991 to every later year for which we have data, i.e. to 1992 through to 1997.  
 
Also for the sales growth and asset growth variables we have averaged values over 
more than one year in various ways to see if this should bring anything new into the 
analysis. For instance, growth from an average of 1991 and 1992 to an average of 
1996 and 1997 has been calculated and correlated with innovation and investment. 
Neither in this case does averaging bring anything new into the picture. 
 
To conclude this very simple bivariate analysis, we find some, but not much, 
evidence that innovative enterprises perform better than non-innovative enterprises. 
First, concerning the two profit rate measures, we only find a significant difference 
between innovative and non-innovative enterprises for the year 1992, i.e. the last 
year of the three year period to which the definition of being innovative applies. For 
sales growth and asset growth we find differences in performance between 
innovative and non-innovative enterprises several years after the period defining the 
innovation variable. In the case of sales growth, we the innovative enterprises have 
had a higher growth rate from 1991 to both 1994, 1995 and 1996, the difference in 
sales growth from 1991 to 1995 in particular being highly significant. In the case of 
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asset growth, the innovative enterprises tend to have higher growth rates from 1991 
to all later years in the period for which we have data, that is through to 1997. 

Multivariate analysis 
We will now go on to a more detailed, multivariate analysis. For instance, a question 
which immediately arises when we look at the correlations above is what happens to 
the association between the innovation variable and the economic performance 
variables when we control for investment. The correlations between the dichotomous 
innovation variable and the three different versions of the investment variable are 
shown in the correlation matrix in Table 8, below. 
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We see that the innovation variable is clearly correlated with the investment 
variables. Innovative enterprises tend quite clearly to have higher investments 
relative to both turnover, number of employees and total assets than non innovative 
enterprise, as one would expect. The three investment variables are of course 
strongly correlated with each other.  
 
That investments are positively correlated with both innovation and some of the 
performance variables means that there is a possibility that the association we found 
between innovation and some of the performance variables will disappear or be 
weakened when we control for investment. However, as pointed out above, the 
question of causality is a difficult one here, so that even if we should find that the 
effect of innovation on economic performance disappears when we control for 
investment, what this means would still be an open question. One could, for instance, 
not automatically conclude that this indicates that innovation, as measured here, has 
no effect on the performance variables. One should remember here the time periods 
to which the variables refer. The investments variable is investments in 1992, while 
the dichotomous innovation variables refers to innovations introduced during the 
three year period 1990-1992, and they may thus be the results of activities and 
investments made both in this period and prior to this period. 
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Methodology 
The analyses to follow will be made by means of ordinal logistic regression analysis 
with cumulative probabilities, supplemented by ordinary least squares (OLS) 
regression analysis to check the results. The reason for the choice of logistic 
regression analysis is that the economic performance variables, the dependent 
variables in our analysis, deviate substantially from being normally distributed. The 
profit ratio variables are not particularly skewed, and neither are the sales growth and 
assets growth variables when we use the log of their values. However, all are heavily 
marked by a small number of extreme outlier values which may to an unreasonable 
extent influence the results of analyses which are based on prediction of the mean. 
This is also why we used the Kendall WDX�E correlation coefficient above instead of 
the more familiar parametric Pearson U correlation coefficient. Therefore, also, when 
we supplement the logistic regression analyses with ordinary least squares regression 
analysis to get a check on the results, the ordinary least squares regression analysis 
will be made with the most extreme observations on the dependent variable in 
question deleted.  
 
In the following we have transformed all the dependent variables by dividing them 
into deciles. On each variable the observations have been ranked, and then the 10 per 
cent highest ranked have received the value 10, the next 10 per cent the value 9, and 
so on down to the value 1 for the 10 per cent lowest ranked. With the dependent 
variable divided into 10 values, we get 9 different dichotomies of high against low 
values. The ordinal logistic regression model with cumulative probabilities predicts 
the probability that a given observation is among the 10 per cent highest ranked (i.e. 
has the value 10), that it is among the 20 per cent highest ranked (i.e. has the value 9 
or 10), and so on down to the probability that it is among the 90 per cent highest 
ranked (has a value of 2 or higher), given the assumption that the odds ratio 
connected with a unit increase in each independent variable is the same for all the 9 
collapsings of the dependent variable into binary responses.28 We can here also test 
the appropriateness of the proportional odds assumption. If the predicted values 
given the proportional odds assumption deviate significantly from the values 
predicted by a model which does not impose this assumption and thus uses more 
degrees of freedom, this would mean that the set of independent variables is better at 
predicting some dichotomized versions of the dependent variable than others. For 
instance, this might mean that the model predicts better the probability of being 
among the 20 per cent highest ranked observations than of being among the 50 per 
cent highest ranked observations, and perhaps not at all the probability of being 
among the 80 per cent highest ranked observations. This may in itself be of interest.  
 
Also some of the independent variables we will use deviate strongly from being 
normally distributed. In addition to being characterized by some very extreme outlier 
values, they are also heavily skewed. This especially applies to the innovation cost 
variables, as well as to the investment variables. Therefore, we have also here 
divided the variables into 10 values, with roughly the same number of observation in 
each category. However, these variables are also marked by a large number of 
observations with the value 0. Consequently, these have been given the value 0 also 
on the new variable, and the observations with a positive value have been ranked and 

                                                 
28 Cf.  Alan Agresti, $Q�,QWURGXFWLRQ�WR�&DWHJRULFDO�'DWD�$QDO\VLV, New York: Wiley, 1996, pp. 211-
216. 
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divided into 10 categories. These variables thus have 11 categories, from 0 to 10. In 
the analyses they are treated as quantitative. 
 
Also the employment variable is heavily skewed, of course, but here a simple log 
transformation seems to function well. 

���� 2SHUDWLQJ�SURILW�UDWLR��235��

We will start by considering the operating profit ratio as the dependent economic 
performance variable. We saw that the dichotomous innovation variable correlated 
significantly with this variable only for the year 1992. We will in the following add 
two types of variables to the analysis. Firstly, we will see what happens to the 
relationship between innovation and performance when we control for other 
variables, i.e. variables not referring to innovation. The variables we have here are 
first and foremost the familiar background variables enterprise size (which we will 
measure by number of employees) and industry, as well as investments in 1992. We 
may also introduce other variables, for instance the share of turnover in 1992 
accounted for by exports.  
 
Secondly, we will introduce additional variables referring to innovation, defining for 
instance the intensity of the innovation effort (innovation costs, R&D expenditures, 
etc.), results of the innovation effort (product or process innovations, the share of 
sales accounted for by product innovations, etc.), R&D cooperation, objectives of the 
innovation efforts, sources of information, etc. 

Operating profit ratio 1992 
Let us start looking at the operating profit ratio for 1992. We saw that we here had a 
statistically significant positive correlation with the dichotomous innovation variable, 
although a weak one. This is confirmed by both the ordinal logistic regression 
analysis and the least squares regression analysis. 
 
However, we saw that the investment variables also were correlated, and more 
strongly, with operating profit for 1992, and that there moreover was a fairly high 
correlation between the investment variables and innovation. Our suspicion that the 
effect of innovation might thus disappear or be substantially weakened when we 
control for investment turns indeed out to be confirmed. With both innovation and 
investment entered in the model, the coefficient of the parameter is reduced and is no 
longer statistically significant (with logistic regression, and with investments as a 
proportion of sales, divided into 11 values, as the investment variable, the p-value for 
the innovation variable becomes 0.43). 
 
There is the question, then, of what this means. There is a clear association between 
investments in the year 1992 and operating profits ratio in the same year. Partly we 
may assume that investments in 1992 serve as a proxy for investments in earlier 
years, partly it is not inconceivable that investments made in one year have effects on 
profits already in the same year. This would support seeing high investments as a 
cause of higher profits. In this light one might say that the enterprises which have 
high investments also tend to be innovative, but given the level of investments, it 
does not matter for operating profits whether one is innovative or not. However, it 
might also be that innovative enterprises tend to have higher investments precisely 
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because they pursue a strategy of innovation. If so, one might claim that innovation 
lies behind investments in the causal chain, and that the effect of innovation is 
mediated through higher investments. However, we also speculated above that the 
correlation table between investments in 1992 and operating profits in the years 
1991-1997 indicated that we here had a pattern where high investments lead to high 
profit rates which in turn lead to high investments, etc., and it then becomes a 
question of how the innovation variable will fit in here. It is interesting to note here 
that the innovation variable correlates significantly with operating profit ratio RQO\ 
for the year 1992, while this is not the case for the investment variable. We shall not 
speculate more on this here, and a more thorough analysis would require time series 
also for the innovation data. However, we will try to go a little bit further into this 
below. 

Enterprise size and industry 
We have also introduced enterprise size and industry as control variables here to see 
if this brings any interesting changes to the picture. We use number of employees as 
our measure of enterprise size, and more specifically we find that the ORJ of this 
variable functions better than the original variable. It also generally functions better 
than dividing this variable into classes. For the industry variable we have two 
versions, one where the enterprises are classified into 13 industries, the other into 5 
industries. In the regression analyses these classifications are represented by 12 an 4 
dummy variables, respectively. 
 
We have here made two kinds of tests. We have simply controlled for these 
background variables in an ‘ordinary’ way, and we have tested for interaction effects. 
 
Let us take the simple control first, and use the employment variable as an example. 
We find no significant association between employment and operating profit in 1992, 
and neither, when we control for investments, do we find any significant association 
between innovation and OPR 92. However, there is a very clear positive correlation 
between number of employees and the innovation variable: the larger the enterprise, 
the higher the probability that it is innovative. It might thus be the case that both 
innovation and number of employees have an effect on the operating profit ratio, but 
that these effects cancel each other out when we look at the two bivariate 
associations separately. Thus, when we hold innovation constant, we might find that 
profits decrease with number of employees, and when we hold number of employees 
constant, we might find that innovative enterprises have higher profits than non 
innovative enterprises. Similar effects might be found when we control for industry. 
 
However, we in fact find no such effects neither when we control for number of 
employees nor when we control for industry. Indeed, neither the addition of the 
number of employees variable nor of either of the sets of industry dummy variables 
gives any significant increase in the predictive power of the model.  
 
The second type of control for number of employees and for industry is a test of 
interaction effects. We have seen that adding the innovation variable to the 
investments variable gives no significant increase in the predictive power of the 
model, and neither does it when we control for industry or enterprise size. However, 
the lack of effect of innovation here might express a cancelling out of substantial, but 
different effects of innovation for different types of firms. For instance, the effect of 
innovation on profits might be substantially positive for large enterprises and 
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substantially negative for small enterprises. Or the effect of innovation might be 
substantially positive in some industries, virtually zero in other industries, and 
negative in still other industries. The way to test these speculations is to add 
interaction variables to the model. Essentially, these are made by multiplying the 
independent variables in question. When controlling for number of employees, we 
multiply the innovation variable with the number of employees variable (of which 
we use the log transformation). When controlling for industry, we multiply the 
innovation variable with each of the industry dummy variables. Let us take as an 
example testing for interaction effects with the enterprises classified into 13 
industries. The question is if adding to the investment variable the innovation 
variable plus the 12 industry dummy variables plus the 12 industry multiplied by 
innovation interaction variables results in a significant increase in predictive power 
of the model. If this is the case, we can say that innovation matters to the operating 
profit ratio ZKHQ�ZH�DOORZ� WKH�HIIHFW�RI� LQQRYDWLRQ� WR� YDU\�E\� LQGXVWU\, even if we 
found no effect when we assumed that the effect was equal in all industries (which is 
the implicit assumption of running the model without industry – innovation 
interaction variables). 
 
However, we in fact find no significant contribution from these interaction variables, 
neither for the interaction between employment and innovation nor in the case of any 
of the two versions of the industry classification. Thus, to sum up, we find no 
significant effect of the dichotomous innovation variable on operating profit ratio 
1992 when we control for investments. Neither controlling for enterprise size or 
industry, nor including the interaction between innovation and enterprise size or 
innovation and industry makes any significant difference here. 

Additional innovation variables 
We will now introduce other innovation variables than the simple dichotomy 
innovative versus not innovative as independent variables to see if they can 
contribute to explaining the variation in operating profit ratio in 1992. 
 
The most simple of these variables are two dichotomous variables saying whether the 
enterprise has had SURGXFW innovations in the period 1990-1992 and whether it has 
had SURFHVV innovations during this period. Combining these two variables we get 
enterprises without innovations as one category, and then among the innovative 
enterprises we can distinguish between those who have only product innovations, 
those who have only process innovations, and those who have both. 
 
Then we have innovation cost variables, where all figures apply to 1992. These can 
be divided into R&D expenditures (the most familiar kind of these expenditures), 
expenditures on machinery and equipment in connection with product or process 
innovations, and also a number of other kinds of expenditures (on industrial design, 
training connected with the introduction of innovations, etc.). These can be expressed 
as a proportion of turnover, as a proportion of total assets, or per employee. 
Unfortunately, we do not have data on value added. We should here note both the 
similarity and difference between the variable expenditures on machinery and 
equipment in connection with product or process innovations and the investments 
variable we have already used. They differ in that the former is a subcategory of the 
latter: the former are investments in machinery and equipment etc. made in 
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connection with innovations, while the latter DOO investments in machinery and 
equipment etc., irrespective or whether they refer to innovations or not.  
 
A third type of innovation variables tries to capture the results of innovation efforts. 
This is the proportion of turnover in 1992 which is accounted for by product 
innovations, that is to say products which were introduced or changed during the 
period 1990-1992. There is no corresponding quantitative result measure for process 
innovation. 
 
We should note here that the definition of innovation refers to products or processes 
which are new or changed from the point of view of the enterprise in question. It is 
not required that they are innovations from the point of view of the market in which 
the enterprise operates. The definition thus includes imitators along with the original 
innovators. However, in the case of product innovations we also have data which 
allow us to distinguish the original innovators from imitators, since the enterprises 
are also asked about the proportion of turnover in 1992 accounted for by products 
which were new or changed (during the period 1990-1992) not only from the point of 
view of the enterprise in question, but for the whole market. 
 
There is also a distinction among product innovations between radical innovations 
and incremental innovations, i.e. between products which are new or radically 
changed and products which are incrementally changed. The enterprises are asked 
how large proportion of sales in 1992 each category accounts for. This distinction is 
independent of the distinction between products which are innovations from the point 
of view of the market and products which are innovations from the point of view of 
the enterprise, but not for the whole market.  
 
These are the main variables which will be considered in the following. We will 
occasionally also comment on other variables. 
 
We will here proceed in the following manner. First we will present and discuss the 
model which seems to fit best given our data. We will then comment on variables 
which do not contribute significantly to predicting the values on the dependent 
variable. We choose the 5 per cent significance level to distinguish between 
significant and not significant. We will invariably use two-tailed probabilities. 
 
Our point of departure here is that investments as an independent variable makes a 
significant contribution to predicting the operating profit ratio in 1992, as we have 
already seen. The question then is whether the inclusion of additional variables adds 
significantly to the variation already accounted for by the investments variable. 
 
We here use investments as a proportion of sales (in 1992), where the positive values 
are ranked and divided into 10 equal groups, with the group of enterprises without 
investments getting the value 0. As the dependent variable in an ordinal logistic 
regression we use the operating profit ratio variable for 1992 ranked and divided into 
10 groups. 
 
When this investments variable is entered as the only independent variable, we get a 
chi-square for the likelihood ratio of 20.5544, which is highly significant (p-value 
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less than 0.0001). Can we then improve significantly on this fit by adding innovation 
variables? 
 
It turns out that the best model we seem to find is one where four innovation 
variables are added to the investment variable. This model gives a chi-square for the 
likelihood ratio of 40.5488 with 5 degrees of freedom (p-value less than 0.0001). The 
addition to chi-square is here 19.9944 with 4 degrees of freedom, which is also 
highly significant (the p-value for the addition is 0.0005). Let us look closer at this 
model. The main results are reproduced in Table 9, below (which is simply a copy of 
parts of the SAS output). 

7DEOH���5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
RSHUDWLQJ�SURILW�UDWLR�������GLYLGHG�LQWR����FDWHJRULHV��DV�GHSHQGHQW�YDULDEOH�DQG�
LQYHVWPHQWV��GLFKRWRPRXV�SURGXFW�LQQRYDWLRQV�YDULDEOH��SURSRUWLRQ�RI�VDOHV������DF�
FRXQWHG�IRU�E\�SURGXFW�LQQRYDWLRQV��GXPP\�IRU�PLVVLQJ�YDOXHV�RQ�WKH�ODWWHU�YDULDEOH��
DQG�PDFKLQHU\�LQQRYDWLRQ�H[SHQGLWXUHV�DV�LQGHSHQGHQW�YDULDEOHV��

 
�������������������������7KH�/2*,67,&�3URFHGXUH�
�
����������������5HVSRQVH�9DULDEOH�������������23��*���
����������������1XPEHU�RI�5HVSRQVH�/HYHOV��������
����������������1XPEHU�RI�2EVHUYDWLRQV������������
�
�������
����������������6FRUH�7HVW�IRU�WKH�3URSRUWLRQDO�2GGV�$VVXPSWLRQ�
�
����������������������&KL�6TXDUH�������')�����3U�!�&KL6T�
�������
���������������������������������������������������������
�
�
��������������������7HVWLQJ�*OREDO�1XOO�+\SRWKHVLV��%(7$ ��
�
������������7HVW�����������������&KL�6TXDUH�������')�����3U�!�&KL6T�
�������
������������/LNHOLKRRG�5DWLR����������������������������������������
������������6FRUH���������������������������������������������������
������������:DOG����������������������������������������������������
�
�������������������$QDO\VLV�RI�0D[LPXP�/LNHOLKRRG�(VWLPDWHV�
�
�������������������������������������6WDQGDUG�
�����3DUDPHWHU�����')����(VWLPDWH�������(UURU����&KL�6TXDUH����3U�!�&KL6T�
�
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,QWHUFHSW������������������������������������������������������������
�����,19������������������������������������������������������������������
�����352'�����������������������������������������������������������������
�����1(:352'��������������������������������������������������������������
�����1(:30,66�������������������������������������������������������������
�����0$&+�����������������������������������������������������������������

 
 
Let us first explain the variables used.  
 
,QY�� is the investments variable, as already defined. 
 
3URG is the dichotomous product innovations variable, coded 1 for enterprises with 
product innovations and 0 for enterprises without product innovations.  
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1HZSURG is the proportion of sales 1992 accounted for by product innovations. This 
is the wide definition of product innovations, i.e. irrespective of whether they are 
new to the market or only to the enterprise, and irrespective of whether they are 
radical or incremental innovations. It varies from 0 for enterprises whose sales in 
1992 consists only of unchanged products to 1 for enterprises whose sales are wholly 
accounted for by product innovations.  
 
The variable QHZSPLVV needs a more detailed explanation. Of the 193 enterprises in 
the sample who report product innovations during the period 1990-1992, 21 or 10.9 
per cent at the same time report that the proportion of sales in 1992 accounted for by 
these product innovations is 0. This is not inconsistent in a logical sense. They may 
for instance have introduced a new or changed product in 1990, which then turned 
out not to be a success, so that by 1992 they had stopped selling it. However, it does 
not seem likely that this should apply to as much as 10 per cent of the enterprises 
who report product innovations. An alternative hypothesis may thus be that this 0 
value is in fact a PLVVLQJ value. We have thus made a new dichotomous variable, 
called QHZSPLVV (for ‘new products missing’), where the enterprises which we 
believe to have a missing value on the QHZSURG variable, i.e. the 21 enterprises with 
the value 1 on the product innovations (SURG) variable and 0 on the QHZSURG variable, 
have got the value 1 and all other enterprises the value 0. That the coefficient for this 
QHZSPLVV variable is in fact very significant (significant at the 1 per cent level) 
supports the assumption that these 0 values are in fact missing values. 
 
0DFK�� is investments in machinery and equipment related to product or process 
innovations in 1992, expressed as a proportion of sales in 1992, and then grouped 
into 10 classes for the enterprises with positive values plus a 0 class for enterprises 
who report no investments in machinery and equipment connected to innovations. 
 
We then go on to look at the coefficients. 
 
The independent variables are correlated among themselves. Therefore, the chi-
square for the contribution of the investments variable, which was about 20.5 when 
entered alone, is down to 7.5 when entered along with the other variables. 
 
The machinery innovation expenditures variable in particular is quite strongly 
correlated with the investments variable. Thus, when the model is run without the 
investments variable, but with the four other variables, the machinery innovation 
expenditures variable is highly significant, with a chi-square of 15.8 and a p-value 
less than 0.0001. However, also when we control for the investments variable, the 
machinery innovation expenditures is significant at the 5 per cent level, although 
only just, with a p-value of 0.0472.  
 
It should be noted that with a couple of alternative methods, this latter variable just 
fails to be significant at the 5 per cent level. Dividing the dependent variable into 4 
rather than 10 groups, we get a p-value for the machinery innovation expenditures 
variable of 0.0576, and with an ordinary least squares regression analysis with the 10 
most extreme values deleted (we thus have 627 observations left), we get a p-value 
of 0.0671. These are two-tailed probabilities, and one might say that we really should 
be using one-tailed probabilities here, since an implicit assumption here all the time 
is that innovation has a SRVLWLYH effect on economic performance. In that case, all 
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these p-values would be halved, and would still be significant at the 5 per cent level. 
However, we should also remember that we here examine many models and then 
pick out the ones which give the best fit. This indicates that the actual significance 
level is less demanding than the nominal 5 per cent.  
 
Machinery innovation expenditures is one type of innovation expenditures. Neither 
for innovation expenditures as a whole nor for R&D expenditures nor for innovation 
expenditures other than R&D and machinery do we find any significant effect on 
operating profit ratio in 1992. It is perhaps not wholly unreasonable that precisely for 
expenditures on machinery and equipment there may be a fairly quick effect in terms 
of improved economic performance, while especially for R&D expenditures we 
would expect some delay for effects in terms of improved economic performance to 
show up. 
 
The most interesting coefficients in the model are perhaps the ones connected with 
product innovations. They must be seen together. We see that the coefficient for the 
dichotomous SURG variable, distinguishing enterprises with and without product 
innovations, is negative, while the coefficient for the QHZSURG variable, the 
proportion of sales accounted for by new products, is positive. This in effect means 
that there is a special kind of non-linearity in the relationship between the proportion 
of sales in 1992 accounted for by new products and operating profit ratio in 1992. 
Indeed, the dichotomous SURG variable is not significant when it is entered without 
the quantitative QHZSURG variable; adding also the QHZSPLVV variable makes the 
effect of the dichotomous product innovations variable stand out even clearer. 
Conversely, neither the quantitative QHZSURG variable nor the dichotomous 
proportion of new products missing variable are significant when entered without the 
dichotomous SURG variable.  
 
The substantive meaning of this is that enterprises with product innovations (in 1990-
1992) tend to have lower operating profit ratio in 1992 than enterprises without 
product innovations, XQOHVV these product innovations are successful in the sense of 
accounting for a certain proportion of the sales of the enterprise in question. I.e., 
enterprises with product innovations, where these product innovations account for a 
small proportion of sales, tend to have lower operating profit ratio than enterprises 
without product innovations. However, among enterprises with product innovations, 
operating profit ratio tends to be higher the higher the proportion of sales accounted 
for by these product innovations. 
 
These relationships are shown graphically in Figure 3, below, for the probability of 
being among the 50 per cent highest ranked enterprises on operating profit ratio 
1992, i.e. of having the value 6 or higher on the 10 categories version of the 
operating profit ratio 1992 variable. 
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The figure shows probabilities contingent on the values of the three product 
innovation variables. This means that the values on the two other independent 
variables in the model are held constant. We have here chosen to hold the 
investments variable on the value 5 (which means that investments as a proportion of 
sales is between 2.35 per cent and 2.99 per cent) and the machinery innovation 
expenditures variable on the value 2 (machinery innovation expenditures as a 
proportion of sales are between 0.28 per cent and 0.57 per cent). 
 
We see that given these values on the investments and machinery innovation 
expenditures variables, enterprises without product innovations have a probability of 
about 53 per cent of being among the 50 per cent highest ranked. Enterprises with 
product innovations, but where these account for close to 0 per cent of sales in 1992, 
have only a probability of 32 per cent of being among the 50 per cent highest ranked. 
This probability then rises steadily with increasing proportion of sales accounted for 
by product innovations, until it reaches almost 72.8 per cent for enterprises where 
product innovations account for 100 per cent of sales in 1992. For enterprises with 
product innovations but where the proportion of sales accounted for is (probably) 
missing, the probability is 61.4 per cent. This is equal to the probability we find for 
enterprises where product innovations account for 70 per cent of the sales in 1992. 
We also see that for enterprises with product innovations, these product innovations 
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must account for 50 per cent of sales for the probability to equal the probability 
among enterprises without product innovations.  
 
In exactly the same way, the model predicts the probability of being among the 
10 per cent highest ranked on operating profit ratio 1992, among the 20 per cent 
highest ranked, etc. This is just a matter of which intercept is used (for the 
probability of being among the 50 per cent highest ranked, one must use intercept no. 
5 in the model), since the model assumes equal odds ratios.  
 
To sum up, we find that expenditures on machinery and equipment in relation to 
innovations in 1992 are significantly associated with operating profit ratio 1992, 
even when we control for total investments, i.e. investments regardless of whether 
they are connected to innovations or not. The effect of product innovations on 
operating profit ratio 1992 is dependent on the successfulness of these product 
innovations in terms of how large proportion of sales in 1992 they account for. 
Enterprises with product innovations, but where these account for a small proportion 
of sales in 1992, tend to have lower profit ratios than enterprises without product 
innovations. However, the larger the proportion of sales accounted for by product 
innovations, the higher the profit ratio tends to be. 
 
Let us now comment on some of the variables which we find do not contribute 
significantly to predicting the values on the dependent variable. 
 
The concept of product innovations operative in the variables in the present model is 
a concept of products which are innovations from the point of view of the enterprise 
in question, regardless of whether they are also innovations from the point of view of 
the whole market in which the enterprise operates. However, both for the 
dichotomous product innovations variable and for the proportion of sales accounted 
for by product innovations it is possible for us to distinguish between products which 
are innovations in this broader sense that they are innovations from the point of view 
of the enterprise and products which are innovations in the stricter sense of also 
being innovations from the point of view of the market. Adding this distinction to the 
model gives no significant contribution to the explanation of the dependent variable. 
That is to say, among enterprises with product innovations in the broader sense, we 
find no significant difference in operating profit ratio between enterprises who also 
have introduced products which are new to the market and enterprises who have not. 
And controlling for the proportion of sales accounted for by product innovations in 
the broader sense of being innovations from the point of view of the enterprise, we 
find no significant association between the proportion of sales accounted for by 
products which are innovations also from the point of view of the whole market and 
operating profit ratio in 1992. 
 
The product innovation variables in the model also refer to innovations regardless of 
whether they are incremental (products which are incrementally changed, from the 
point of view of the enterprise) or whether they are radical (products which are new 
or radically changed, still from the point of view of the enterprise). Making this 
distinction makes no significant contribution to predicting the values on the 
dependent variable either. Operating profit ratio in 1992 varies with the proportion of 
sales accounted for by product innovations, but whether these are radical innovations 
or incremental innovations makes no difference. 
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We find no evidence of any effect of the dichotomous process innovations variable. 
There appears to be no significant differences in operating profit ratio in 1992 
between enterprises with and enterprises without process innovations in 1990-1992, 
regardless of which other variables we control for. 
 
Of the innovation expenditures variables, we find a significant effect on operating 
profit ratio 1992 only of the expenditures on machinery in connection with 
innovations variable. The intensity of total innovation expenditures has no significant 
effect, nor has R&D intensity. Furthermore, we find no significant differences in 
operating profit ratio 1992 between enterprises with and without 5	'�FRRSHUDWLRQ, 
regardless of which other variables we control for. 
 
We find no significant effect of adding industry or enterprise size to the model. 
 
As for interaction effects of enterprise size and/or industry with other variables, this 
becomes quite complex when there are many variables to interact with, as in the 
present model. There are many possible types of interaction here, and in the absence 
of any specific hypotheses as to precisely what kinds of interaction effects one would 
expect to find, it is difficult to know what to make of any such effects which should 
turn out to be significant. The possibility of finding ‘significant’ effects by chance is 
considerable, and ‘the more complex the interaction, the greater the danger of “over-
fitting” the data.’29 We find no indication of any interaction effects between industry 
and any of the product innovation variables. However, we do find some evidence of 
interaction between enterprise size (measured by ORJ of number of employees) and 
the dichotomous product innovation variable (p-value of 0.03 for the addition of the 
enterprise size variable plus the interaction between enterprise size and product 
innovation variable): the larger the enterprise, the less negative the effect of having 
product innovations. On the other hand, there is no significant interaction between 
enterprise size and the proportion of sales accounted for by product innovations. 
Unless one expected the former kind of effect rather than the latter, one should 
perhaps not make much of the fact that the former actually turned out to be 
significant, at least not unless it turned out to be very significant. A similar remark 
applies to an interaction between the share of sales accounted for by exports in 1992 
and the dichotomous product innovations variable, which also turned out to be just 
significant at the 5 per cent level. 

Operating profit ratio 1992: adding operating profit ratio 1991 as an independent  
variable 
Above we discussed the possibility that an association between innovation and 
economic performance might express the effect on both variables of unobserved third 
variables connected to the specific business units: the association might for instance 
express the fact that a well-managed, efficient enterprise both tends to be innovative 
and show good results, rather than an effect of innovation on performance. 
Specifically, we discussed Robert Jacobson’s argument that one should use lagged 
measurements of the dependent variable to control for such unobservable factors. We 
noted that we had little opportunity for doing this with our data, but that there was 

                                                 
29 James Jaccard, Robert Turrisi and Choi K. Wan, ,QWHUDFWLRQ�(IIHFWV� LQ�0XOWLSOH�5HJUHVVLRQ, Sage 
University Paper series on Quantitative Applications in the Social Sciences, 07-072, Newbury Park: 
Sage Publications, 1990, p. 65. 
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some justification for using operating profit ratio in 1991 as a control variable when 
explaining operating profit ratio in later years, since this variable may be said at least 
partly to refer to a date prior to the measurements for the innovation variables. 
 
The results of entering operating profit ratio in 1991 as a control variable when 
explaining operating profit ratio in 1992 are quite interesting. The model we end up 
with is presented in Table 10, below. 

7DEOH����5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
RSHUDWLQJ�SURILW�UDWLR�������GLYLGHG�LQWR����FDWHJRULHV��DV�GHSHQGHQW�YDULDEOH�DQG�
RSHUDWLQJ�SURILW�UDWLR�������GLFKRWRPRXV�SURGXFW�LQQRYDWLRQV�YDULDEOH��SURSRUWLRQ�RI�
VDOHV������DFFRXQWHG�IRU�E\�SURGXFW�LQQRYDWLRQV��GXPP\�IRU�PLVVLQJ�YDOXHV�RQ�WKH�
ODWWHU�YDULDEOH��DQG�PDFKLQHU\�LQQRYDWLRQ�H[SHQGLWXUHV�DV�LQGHSHQGHQW�YDULDEOHV��
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Due to the presence of a few extreme outlier values, we choose to divide also the 
operating profit ratio 1991 variable into 10 categories. We treat this variable as a 
quantitative variable. That the coefficient for this variable is extremely significant is 
to be expected, since the correlation between operating profit ratio in 1991 and 1992 
of course is a high one. It is entered here first and foremost as a control variable. 
 
The first thing to notice here is that the investments variable (LQY��� is not included 
in the above model, but that the machinery innovation expenditures variable 
(PDFK��) is. These two variables are of course quite strongly correlated, but when 
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both are entered in the model together with operating profit ratio 1991 and the three 
product innovations variables, the machinery innovation expenditures variable is 
significant at the 5 per cent level (p-value 0.0369), while the ordinary investment 
variable is not significant at all (p-value 0.39).  
 
We also in essence find intact the effect of the three product innovation variables, 
although somewhat weakened. We see that the dummy for proportion of new 
products missing (QHZSPLVV) is not in itself significant, and it may be a question of 
whether it should be kept in the model. However, we have chosen to see the three 
product innovation variables as logically belonging together here, and the presence 
of the proportion missing variable makes the two other variables more significant. 
The three product innovation variables as a whole are significant at the 5 per cent 
level (p-value 0.0251).  
 
Thus, controlling for operating profit ratio in 1991 when trying to account for 
operating profit ratio in 1992 does not make the effects of the innovation variables 
disappear. Rather, this is what happens to the ‘ordinary’ investments variable, that is, 
investments without regard to whether they have anything to do with innovations or 
not. In contrast, the innovative investments variable appears PRUH significant when 
we control for operating profit ratio in 1991. Also, the set of effects of the three 
product innovation variables, although somewhat weakened, is basically intact. This 
gives an indication that we here are dealing with a genuine effect of innovation on 
operating profit ratio, not just a spurious relationship which may wholly be 
accounted for by unobservable attributes of the business units. 
 

Operating profit ratio 1993 
After 1992, the effect of the innovation variables on operating profit ratio quickly 
disappears. 
 
For operating profit 1993 the investments in machinery and equipment in relation to 
innovations variable does not contribute significantly, over and above the ‘ordinary’ 
investments variable. The three product innovations variables (the dichotomous 
variable, the proportion of sales accounted for by product innovations, and the 
proportion missing variables) together are significant at the 10 per cent level, but not 
at the 5 per cent level, while for operating profit ratio 1992 they were significant at 
the 1 per cent level. Apart from this, we find the same pattern of relationship as for 
operating profit 1992: the dichotomous variable is negative, the quantitative 
proportion product innovations is positive, and the dichotomous proportion missing 
variable is also positive. 
 
If we control for operating profit 1991, the two main product innovation variables are 
still significant at the 10 per cent level, but the proportion missing variable here 
contributes virtually nothing. The investments variable is now not significant at all, 
as when we controlled for operating profit 1991 when explaining operating profit 
1992. 
 
Controlling for enterprise size or industry changes nothing to this picture. Neither do 
we find any strong evidence of interaction effects between the innovation variables 
and the background variables on operating profit 1993. 
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Operating profit ratio after 1993 
For operating profit after 1993, that is between 1994 and 1997, we find no evidence 
of effects of any innovation variables. This also holds when we control for industry 
or enterprise size, and when we allow the effect of innovation variables to vary with 
enterprise size or industry, i.e. when we control for interaction effects. It is true that a 
couple of times we do get interaction effects which are just significant at the 5 per 
cent level, but not in any consistent way, so this is just what we would expect to 
happen by chance when we test many different interaction effects. 

Summary 
Using innovation variables referring partly to the year 1992, partly to the three year 
period 1990-1992, as well as investments and some other background variables 
referring to 1992, we find some quite clear and highly significant effects of the 
innovation variables on operating profit ratio for 1992. However, these effects do not 
last much longer than 1992. For operating profit 1993 we still partly find them, but 
no substantially weaker and significant at the 10 per cent level only. For operating 
profit 1994 and later, we find no effect of the innovation variables from 1990 to 
1992. Controlling for enterprise size or industry and for the interaction of these 
background variables with the innovation variables does not change this picture. 

���� 5HWXUQ�RQ�LQYHVWPHQW��52,��
The second profitability measure we have looked at is UHWXUQ�RQ� LQYHVWPHQW (ROI), 
defined as net income this year divided by total assets last year, where net income 
here includes financial income and costs in addition to sales and operating costs. 
Basically, we find the same relationships here as we found for the operating profit 
ratio, but there are also differences. 
 
The basic similarities is that we find a very clear positive relationship between 
innovation and profit ratio for the first year (1992), but this relationship quickly 
weakens and then disappears as we move to later years. Furthermore, also here we 
find that economic performance is positively related to the proportion of sales 
accounted for by product innovations. However, while also here statistically 
significant at the 5 per cent level for UHWXUQ� RQ� LQYHVWPHQW in 1992, the effect is 
smaller and less significant than the corresponding effect in the case of RSHUDWLQJ�
SURILW�UDWLR. 
 
Let us now briefly look at the relationships in more detail. 

Return on investment 1992 
For operating profit ratio in 1992 we found that, in addition to the investments 
variable, a set of three variables relating to product innovations were highly 
significant. The dichotomous product innovations variable, saying whether the 
enterprise had as opposed to had not product innovations, was negative. The 
quantitative proportion of sales accounted for by product innovations was positive 
and highly significant, and also a variable indicating whether the enterprise both had 
product innovations and had failed to report the proportion of sales accounted for by 
the product innovations, was positive and clearly significant. In addition, the 
intensity of expenditures on machinery and equipment in relation to innovation was 
positive and significant at the 5 per cent level. 
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For return on investment 1992 we do not find any significant effect of expenditures 
on machinery and equipment in relation to innovation. However, the other significant 
effects from the operating profit ratio analysis we find in essence also here. The 
‘ordinary’ investments variable, investments in machinery and equipment without 
regard to whether they relate to innovation activity or not, is significant and positive 
also here. Here we express investments as a proportion of total assets.  
 
Furthermore, we basically find the same type of effect of product innovations, where 
simply having product innovations has a negative effect (the dichotomous product 
innovations variable is negative), but once one has product innovations, return on 
investment tends to grow with increasing proportion of sales accounted for by these 
product innovations (the quantitative proportion product innovations in sales is 
positive). However, the coefficients for the product innovations variables are smaller 
and less significant than in the operating profit ratio case, and the proportion missing 
variable is not significant here. 
 
In addition, for return on investments 1992 we find that the dichotomous variable 
saying whether the enterprise has SURFHVV innovations or not, is clearly significant 
and SRVLWLYH. Thus, the dichotomous product innovation variable is negative and the 
dichotomous process innovations variable is negative. We then made a new 
dichotomous variable indicating whether the enterprise had process innovations RQO\. 
It has the value ‘1’ if the enterprise has process innovations, but QRW product 
innovations, and the value ‘0’ if it has neither product nor process innovations, if it 
has product innovations but not process innovations, or if it has ERWK types of 
innovation. It turns out that entering this new process only variable makes the two 
other dichotomous innovation variables far from significant, and that this new 
variable DORQH accounts for more of log likelihood variance than the dichotomous 
product innovations and process innovations variables did together. It is this process 
innovations only variable which is entered in the model we end up with, the two 
other dichotomous innovation variables are excluded. 
 
In addition, and unlike the operating profit ratio case, the export intensity variable 
(proportion of sales in 1992 made up by exports) is significant, and negative. 
 
The results of the model are reproduced in the table below. 
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7DEOH���5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
UHWXUQ�RQ�LQYHVWPHQW�������GLYLGHG�LQWR����FDWHJRULHV��DV�GHSHQGHQW�YDULDEOH�DQG�
LQYHVWPHQWV��GLFKRWRPRXV�SURFHVV�LQQRYDWLRQV�RQO\�YDULDEOH��SURSRUWLRQ�RI�VDOHV�
�����DFFRXQWHG�IRU�E\�SURGXFW�LQQRYDWLRQV��DQG�H[SRUW�LQWHQVLW\�DV�LQGHSHQGHQW�
YDULDEOHV��
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Here LQYF�� is investments in machinery and equipment as a proportion of total 
assets, SFRQO\ is the dichotomous process only variable, QHZSURG is the proportion of 
sales accounted for by product innovations, and H[SLQW is the proportion of sales 
accounted for by exports. 
 
Here the exports intensity variable is negative. Having a clear positive correlation 
with the proportion of product innovations in sales, it is more strongly negative when 
entered together with than without this variable. Conversely, including export 
intensity makes proportion of product innovations in sales more strongly positive 
than when export intensity is excluded. 

Return on investment 1993 
Basically, we find the same relationships for return on investment in 1993, and, 
unlike in the operating profit ratio 1993 case, the innovation variables are significant 
at the 5 per cent level. 
 
Also unlike the operating profit ratio case, the investments variable is no longer 
significant. As we saw above, for operating profit ratio investments in 1992 
correlated significantly with this performance measure all the years from 1992 up 
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until 1997. For return on investment we found a significant correlation with 
investments in 1992 only for 1992, but not for later years. 
 
Another point is that while the proportion of sales accounted for by product 
innovations variable is significant at the 5 per cent level, the variable measuring the 
proportion of sales accounted for by product innovations which are innovations from 
the point of view of the enterprise EXW� QRW� IURP� WKH� SRLQW� RI� YLHZ� RI� WKH� PDUNHW, 
contributes even more to explained log likelihood variance and is consequently even 
more significant. In other words, this variable considers only those innovations 
which are imitations or copies of products already introduces by other enterprises, 
and not those which the enterprise in question is the first to introduce. We have 
decided to use this more significant variable our model, the results of which are 
shown in the table below. 
 

7DEOH����5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
UHWXUQ�RQ�LQYHVWPHQW�������GLYLGHG�LQWR����FDWHJRULHV��DV�GHSHQGHQW�YDULDEOH�DQG�
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Here LPLWS is the proportion of sales accounted for by product innovations which are 
imitations of products already introduced by other enterprises. 
 
We see that the whole model is significant at a p-level less than 0.001. The 
innovation variables are not significant alone, but when entered together with the 
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export intensity variable, their contribution is significant almost at the 1 per cent 
level, with a p-value of 0.0106. 

Return on investment after 1993 
For return on investment after 1993, we no longer find clear evidence of any effect of 
our innovation variables. For return on investment in 1995, we find that the intensity 
of total innovation expenditures, when entered together with export intensity, is 
positive and significant on the 5 per cent level, but this is no longer the case when we 
control for industries. Then the p-level rises to 0.1121. Also for return on investment 
in 1996 and 1997 this innovation cost variable is positive with a p-value of about 
0.12 – 0.13 when we control for industry. This is too occasional and too weak to 
make much of. 

Interaction of innovation variables with industry and enterprise size 
Again we have tested quite extensively the hypothesis that the effect of innovation 
variables varies with industry or enterprise size. We find no evidence of this. 
Occasionally there occurs an interaction effect with a p-value of less than 0.05, but 
there is nothing to suggest that this expresses anything more than random variation. 

���� $VVHW�JURZWK�
Above we have looked at the relationship between innovation and two measures of 
profitability, operating profit ratio and return on investment. We have seen that any 
effect of innovation and innovation activity as measured partly for the year 1992, 
partly for the three year period 1990-1992, quite quickly vanishes. We find some 
highly significant effects on both performance measures for the year 1992, but then 
little or nothing for later years.  
 
However, for growth of total assets we have reason to believe that the picture is 
different. We saw above that the dichotomous innovation variable correlates 
positively and significantly with asset growth from 1991 to every later year for which 
we have data, i.e. up to 1997. We will now look more closely at the relationship 
between innovation and asset growth by means of multivariate logistic regression 
analysis, to see what happens when we bring in other variables. For instance, we saw 
that investment is correlated with both asset growth and innovation, and there is thus 
again the possibility that the effect of innovation will turn out to be not significant 
when we control for investment. Furthermore, we will also here introduce other 
innovation variables. 
 
In the following, we will look first look at asset growth from 1991 to 1992, then from 
1991 to 1995, and lastly from 1991 to 1997. 
 
As our investments indicator we will here use investments as a proportion of total 
assets. This seems the most logical version here, as we are precisely examining the 
growth of total assets. Furthermore, of the three investments indicators, this is also 
the one which correlates most strongly with growth of total assets for five of the six 
years, the exception being asset growth from 1991 to 1992. Of the three investments 
indicators, this should thus be the one which exposes the hypothesis of an effect of 
innovation on asset growth to the most difficult test, so to speak. 
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Growth of total assets from 1991 to 1992 
As Table 7, above, shows, the dichotomous innovation variable is positively 
correlated with asset growth from 1991 to 1992, a relationship which is significant at 
the 1 per cent level. This means that there is a tendency for innovative enterprises to 
have higher growth in total assets from 1991 to 1992 than non innovative enterprises. 
However, the same table also shows that the investments variable is much more 
strongly correlated with asset growth from 1991 to 1992, and since investments also 
is positively correlated with innovation, there is a possibility that the association 
between innovation and asset growth will disappear when we control for 
investments. 
 
This also turns out to be the case. We again here use ordinal logistic regression with 
cumulative probabilities, assuming equal odds ratios. As explained above, the 
dependent variable is the asset growth from 1991 to 1992 variable, ranked and 
divided into 10 groups with an approximately equal number of observations in each. 
In the same way the investments variable has been divided into 10 categories, with 
an additional category with the value 0 for the units with the value 0 on the 
investments variable. When used as an independent variable, this variable is treated 
as quantitative. When we here use both investments and the dichotomous innovation 
variable to predict asset growth from 1991 to 1992, the coefficient for the innovation 
variable becomes practically 0 (the p-value is 0.82). 
 
We have then tried other variables as independent variables, both innovation 
variables and other control variables, to see if we can significantly improve the 
predictive power of the model over and above what we get with only investments as 
independent variable. The model we found to be best in the sense of giving the 
highest chi-square for the likelihood ratio while only including variables which are 
significant at the 5 per cent level is shown in Table 13, below. 
 



,QQRYDWLRQ�DQG�HFRQRPLF�SHUIRUPDQFH�DW�WKH�HQWHUSULVH�OHYHO 

 

 

47
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Let us first explain the variables. 
 
,QYF�� is investments as a proportion of total assets in 1992, divided into 11 
categories, as explained above. 
 
([SLQW is the proportion of sales in 1992 accounted for by exports, varying between 0 
and 1. 
 
&RHPS�� is total innovation expenditures (including R&D, expenditures on 
machinery and equipment in relation to innovation, and other innovation 
expenditures), divided into 10 categories plus a 0 category, in the same way as for 
the investments variable.  
 
3URG is the dichotomous product innovation variable, which we discussed when 
examining the determinants of the operating profit ratio, above. 
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1HZPDUN is the proportion of sales accounted for by product innovations which are 
innovations not only from the perspective of the enterprise in question, but for the 
whole market in which the enterprise operates.  
 
We will next comment on the model. We see that all coefficient are highly 
significant. None have p-values above 0.001. 
 
The investments variable is the single variable which contributes most to the model. 
This is not surprising. 
 
The coefficient of the exports variable (expint) is negative. This means that the 
higher the share of sales in 1992 accounted for by exports, the lower the growth of 
total assets from 1991 to 1992. At the same time, this variable is positively correlated 
with the other variables in the model, and especially with the three innovation 
variables. Thus, when entered alone, the coefficient for this variable is less negative 
and less significant than when we control for the other variables. Holding the other 
variables constant, the effect of the exports variable is quite negative, but since there 
is a tendency for innovation activity in general to rise with the proportion of exports 
in sales, and since the innovation variables mostly tend to be positively associated 
with growth in assets, the bivariate relationship between the proportion of sales 
accounted for by exports and asset growth is less negative. 
 
Asset growth from 1991 to 1992 is also positively associated with the intensity of 
total innovation expenditures, here measured against the number of employees 
(FRHPS��). When we looked at operating profit ratio for 1992, we found that what 
mattered were the innovation expenditures on machinery and equipment, not total 
innovation expenditures. The intensity of innovation expenditures on machinery and 
equipment is, of course, highly correlated with the intensity of total innovation 
expenditures, and both are correlated with the ‘ordinary’ investment intensity. Thus, 
when machinery innovation expenditures intensity is entered in the model without 
the total innovation expenditures variable, but with the ordinary investments 
variable, it is significant at the 1 per cent level. However, when also total innovation 
expenditures intensity is entered, it is not significant at all, while the total innovation 
variable is. The same argument as for machinery innovation expenditures intensity 
applies to R&D intensity and to the intensity of the residual category of innovation 
expenditures (design, training connected to the development of innovations, etc.). 
Thus, in the case of asset growth from 1991 to 1992, it is total innovation 
expenditures which counts, irrespective of whether they are expenditures on 
machinery or R&D or other kinds of innovation expenditures. 
 
Lastly, we basically find the same kind of structure for the effect of the product 
innovation variables as we found when we discussed operating profit ratio 1992. As 
pointed out in that discussion, this is in fact a special kind of non-linear relationship 
between product innovations and the performance variable. Having product 
innovations in itself, so to speak, i.e. when these product innovations are not 
successful as measured by the proportion of sales which they account for, tends to 
lower asset growth from 1991 to 1992. However, the higher the proportion of sales 
the product innovations account for, the higher the growth of assets from 1991 to 
1992, so that for at a certain proportion of sales accounted for by product 
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innovations, predicted asset growth again equals that for enterprises without product 
innovations. For this model, this happens for a proportion of sales accounted for by 
product innovations of about 32 per cent (0.7936 divided by 2.5114). For proportions 
above this, enterprises with product innovations have higher predicted asset growth 
than enterprises without product innovations. 
 
An important difference from the operating profit ratio 1992 case, however, is that 
for the growth of assets from 1991 to 1992 it is the proportion of proportion of sales 
accounted for by products which are innovations not only from the point of view of 
the enterprise itself, but also for the whole market which matters. These two 
variables are substantially correlated, of course. When entered without the proportion 
new to the market variable (QHZPDUN), the proportion new to the enterprise variable 
(QHZSURG) also contributes significantly, but less than when the former variable is 
used. When both are entered together, however, the latter variable is no longer 
significant, but the former is. If we divide the proportion new to the enterprise 
variable into the proportion new to the market variable and a proportion new only to 
the enterprise (but not to the market) variable, this result is equivalent to finding that 
the new to the market variable contributes significantly, but not the new only to the 
enterprise variable. 
 
An additional, but less important difference from the operating profit ratio case is 
that in the present case the dummy variable for missing value on the proportion of 
new products in sales variable is not at all significant. 

 
Thus, even when we control for investments, innovation variables have highly 
significant effects on the growth of total assets from 1991 to 1992. Both the intensity 
of innovation expenditures and the success of product innovations as measured by 
the proportion of sales in 1992 which these account for are positively and highly 
significantly related to asset growth, also when each is controlled for the other. It is 
interesting that what is important regarding the latter is the proportion of sales 
accounted for by products which are innovations also from the point of view of the 
whole market rather than simply from the point of view of the individual enterprise. 
Thus, performing well here seems to be related to succeeding with genuine 
innovations rather than with simply imitating products developed by others. 

Growth of total assets from 1991 to 1995 
We will now examine growth in total assets from 1991 to 1995. Again we start by 
referring to Table 7, above, where we found that both the dichotomous innovation 
variable and the investments variable are correlated with asset growth from 1991 to 
1995, and the size of the coefficients are about the same (0.10 and 0.11, respectively, 
both significant at the 1 per cent level). When we control for investments by enter 
both innovation and investments in a logistic regression model, the coefficient for the 
innovation variable is thus reduced compared to the bivariate case, and just fails to be 
significant at the 5 per cent level. 
 
However, when we also control for size of enterprise, as measured by ORJ of number 
of employees, the coefficient for the innovation variable rises again and becomes 
once more significant at the 1 per cent level. This is further strengthened if we also 
include the proportion of sales accounted for by exports variable. The p-value for the 
innovation variable then goes down to 0.002. 
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Thus, when we also take account of size of enterprise and of exports, the 
dichotomous innovation variable has a highly significant effect on asset growth from 
1991 to 1995, even when we control for investments. 
 
However, when we introduce also other innovation variables, more precisely, the 
proportion of sales accounted for by product innovations and, especially, the 
intensity of innovation expenditures, the dichotomous innovation variable becomes 
not at all significant. These other innovation variables are of course highly correlated 
with the dichotomous innovation variable. This means that what counts here is 
innovation expenditures and the success of product innovations in the sense of how 
large proportion of sales in 1992 they account for, not simply being innovative in the 
sense of having introduced some product or process innovation in the period 1990-
1992. In other words, innovative enterprises with no innovation expenditures and no 
product innovations do not differ significantly from non innovative enterprises in 
terms of asset growth from 1991 to 1995. 
 
Proceeding in the same manner as for the growth of total assets from 1991 to 1992, 
above, the best model we find for the growth of total assets from 1991 to 1995 is the 
one presented in Table 14, below. 
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Compared to the previous model (for asset growth from 1991 to 1992), only the 
ORJHPS variable is new here. It stands for the ORJ of number of employees. 
 
The first thing to note here is that we no longer find the special non linear 
relationship between the proportion of sales accounted for by product innovations 
and economic performance. The dichotomous product innovations variable is here 
not significant, and, indeed, is very far from being significant. This means that 
enterprises with product innovations, but where these account for a low proportion of 
sales in 1992, do QRW have a significantly lower growth of total assets from 1991 to 
1995 than enterprises without product innovations. Instead, enterprises where 
product innovations account for a very small proportion of sales do not differ 
significantly from enterprises without product innovations here. 
 
Second, the enterprise size variable, as measured by number of employees (ORJHPS), 
only becomes significant when we control for other variables in the model. For the 
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bivariate relationship between number of employees and asset growth from 1991 to 
1995, we find no significant correlation. However, number of employees is 
positively, and substantially, correlated with all the other variables in the model. 
Holding these other variables constant, we find a significant negative effect of 
number of employees on asset growth. Since three of the four other variables in the 
model are positively correlated with asset growth, in the bivariate relationship 
between enterprise size and asset growth the tendency for enterprise size to be 
negatively associated with asset growth when we hold the other variables constant is 
counterbalanced by the tendency for innovation activity and investment intensity to 
grow with enterprise size. 
 
Conversely, inclusion of the number of employees variable strengthens the effect of 
investment intensity, innovation cost intensity and product innovations on asset 
growth. The latter three variables are positively and significantly associated with 
asset growth from 1991 to 1995. When we control for number of employees, they 
become even more so. 
 
The exports variable (proportion of sales in 1992 accounted for by exports) functions 
in the same way as the enterprise size variable, to enhance the effect of the other 
variables on asset growth. Alone it is not significant at the 5 per cent level, but it 
becomes quite significant when these other variables are included.  
 
We should also note that since the exports variable and the enterprise size variable 
are correlated and function in the same manner, they each appear less significant 
when entered together than when just one of them is entered together with the other 
variables. For instance, in the model above, where both are included, the p-value for 
the ORJHPS variable is 0.0407. If we exclude the H[SLQW variable, the p-value for the 
ORJHPS variable becomes 0.0013. 
 
An interesting difference between this model and the former model is that the 
importance of the innovation variables seem to increase relative to the investments 
variable when we move from the growth from 1991 to 1992 model to the growth 
from 1991 to 1995 model. This appears so from inspection of the chi-square of the 
individual variables. The impression is further confirmed if we look at the addition to 
chi-square for the likelihood ratio which the different sets of variables represent. For 
the 1991 to 1992 model the investments variable contributes 20.4, while the three 
innovation variables together contribute 31.6. For the 1991 to 1995 model the 
investments variable contributes only 7.0, while the� now only two innovation 
variables together contribute 31.6. Thus it here appears that the effects of the factors 
measured by the innovation variables last longer than the effects of what is measured 
by the investments variable. 
 
That we here still see a clear effect of innovation expenditures on asset growth is 
perhaps only what we should expect if we would hope to find any effects of 
innovation on economic performance at all in this study. But it is quite interesting 
that our quantitative measure of product innovations, which captures not only if there 
were introduced product innovations in the period 1990-1992, but also their success 
in the sense of how large proportion of sales in 1992 which they account for, should 
have an effect on asset growth from 1991 to 1995, and even when we control for 
other variables, notably the intensity of innovation expenditures. This seems to give 
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support to the notion that successful innovations promote the growth of enterprises. 
Reciprocally, this gives credibility to our concepts. We really seem to be grasping 
something which has to do with the success of product innovations by asking about 
the proportion of sales accounted for by product innovations  
 
Of course, we have not in this connection any possibility of controlling for third 
variables, for ‘unobservable’ factors which may be thought of as relatively 
permanent attributes of the individual business units. The association between the 
innovation variables and asset growth may thus express an effect of these 
‘unobservable factors’ on both sets of variables. We saw that when we did try to 
control for these unobservable factors in the case of operating profit ratio 1992, the 
indication was that the effects of the innovation variables did not disappear. This 
might fall out differently for asset growth, of course. In further research, with the 
addition of appropriate data, we should try to investigate this more systematically, as 
we mentioned above. 
 
Lastly, we again should note that for the proportion of sales accounted for by product 
innovations, what matters here is the products which are innovations also from the 
point of view of the whole market (the QHZPDUN variable), not simply from the point 
of view of the enterprise in question. The same argument applies here as in the case 
of asset growth from 1991 to 1992, above. When entered without the proportion new 
to the market variable (QHZPDUN), the proportion new to the enterprise variable 
(QHZSURG) also contributes significantly, but less than when the former variable is 
used. When both are entered together, however, the latter variable is no longer 
significant, but the former is.  

Growth of total assets from 1991 to 1997 
We now proceed to examining growth in total assets from 1991 to 1997. We again 
take Table 7, above, as our point of departure. Both the dichotomous innovation 
variable and the investments variable correlate significantly, and positively, with 
asset growth from 1991 to 1997, the innovation variable at the 5 per cent level, the 
investments variable at the 1 per cent level. When we control the relationship 
between the dichotomous innovation variable and asset growth first only for 
investments and then both for investments and enterprise size, exactly the same thing 
happens as in the case of asset growth from 1991 to 1995, above. When we control 
for investments, the innovation variable is no longer significant, but when we also 
add the enterprise size variable, it gets significant at the 5 per cent level again 
(p-value 0.0166), and actually more so than the investments variable (which now has 
a p-value of 0.0227). In contrast to the case above, the exports variable does not 
contribute significantly. 
 
However, also as in the case above, when we also add other innovation variables, 
specifying more closely in what ways and to what extent the enterprise is innovative, 
the nature and intensity of the innovation effort, etc., the dichotomous innovation 
variable is no longer significant at all. Following the same logic as previously, the 
model which we end up with as the one which best predicts asset growth from 1991 
to 1997 is the one presented in Table 15, below. 
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7DEOH����5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
JURZWK�RI�WRWDO�DVVHWV�IURP������WR�������GLYLGHG�LQWR����FDWHJRULHV��DV�GHSHQGHQW�
YDULDEOH�DQG�LQYHVWPHQWV�LQ�������DV�D�SURSRUWLRQ�RI�WRWDO�DVVHWV���ORJ�RI�QXPEHU�RI�
HPSOR\HHV�LQ������DQG�5	'�H[SHQGLWXUHV�SHU�HPSOR\HH�LQ������DV�LQGHSHQGHQW�
YDULDEOHV��1 ������
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Compared to the models discussed so far, there is just one new variable introduced in 
the present model, UG�H��. This is R&D intensity, measured as R&D expenditures 
per employee in 1992, divided into 10 positive categories plus a 0 category, in the 
same way as previously explained for other variables.30 
 
We see that there are only three variables in this model: the investments variable, the 
enterprise size variable and one innovation variable. 
 

                                                 
30 The digit � in UG�H�� refers to the fact that the respondents are asked about R&D expenditures in 
two separate places in the questionnaire. First they are asked about R&D expenditures as one type of 
innovation expenditures, such as expenditures on industrial design, trial production, and investments 
in machinery and equipment in relation two innovations. Later they are asked about R&D 
expenditures in the context of R&D activities, along with R&D cooperation, but without other 
innovation expenditures being mentioned. There is a tendency for respondents to report higher R&D 
expenditures in the latter connection, when no other kinds innovation expenditures are specified, than 
in the former connection. We have chosen here to use the latter variable, the responses in the 
connection where other innovation expenditures are not mentioned. We the get a model with slightly 
higher predictive power than when we use the former R&D variable. But the results essentially are the 
same. 
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The investment variable is here slightly less significant than in the previous model, 
but it is still significantly associated with asset growth from 1991 to 1997, also when 
we control for innovation variables. 
 
The enterprise size variable (ORJHPS) functions in exactly the same way as in the 
previous model. In itself, that is in the bivariate case, it is not significantly correlated 
with asset growth. However, controlling for the other variable it becomes quite 
significantly negative (at the 1 per cent level). Furthermore, it serves to amplify and 
make more significant the effects of the other variables, as explained in connection 
with asset growth from 1991 to 1995, above. 
 
The innovation variable included in the model is R&D intensity. As we can see, it is 
highly significant, with a p-value of less than 0.0001. It contributes substantially 
more to the model than the investments variable.  
 
In Figure 4, below, we show graphically the effect of the R&D intensity variable on 
the growth of assets from 1991 to 1997 for two different values of the enterprise size 
variable, 50 employees and 250 employees. The investments variable is held constant 
at the value 5, which means that investments were between 4.2 and 5.3 per cent of 
total assets in 1992. The figure shows the probability of being among the 50 per cent 
highest ranked enterprises on asset growth from 1991 to 1997 for different 
combinations of values on the R&D intensity and enterprise size variable. 
 

)LJXUH���3UREDELOLW\�RI�EHLQJ�DPRQJ�WKH����SHU�FHQW�KLJKHVW�UDQNHG�HQWHUSULVHV�RQ�
DVVHW�JURZWK�IURP������WR�������E\�5	'�LQWHQVLW\�����SRLQW�VFDOH���IRU�HQWHUSULVHV�
ZLWK����DQG�����HPSOR\HHV��,QYHVWPHQWV�DV�D�SURSRUWLRQ�RI�WRWDO�DVVHWV�KHOG�FRQVWDQW�
DW�WKH�YDOXH����RQ����SRLQW�VFDOH���
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All the time holding the investments variable constant at the value 5, we find that for 
enterprises with 50 employees the probability of being among the 50 per cent highest 
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ranked enterprises on asset growth from 1991 to 1997 is about 45.7 per cent for 
enterprises without R&D expenditures. This rises to about 71.6 per cent for 
enterprises with the value 10 on the 10 point R&D intensity scale, which means 
R&D expenditures of more than 65,000 Norwegian kroner per employee in 1992. 
For enterprises with 250 employees, the probability is 39.2 per cent for enterprises 
without R&D expenditures, rising to 65.8 per cent for the value 10 on the 10 point 
R&D intensity scale. Thus, holding the R&D intensity variable constant, we also see 
that the probability of being among the 50 per cent highest ranked enterprises on 
asset growth from 1991 to 1997 is higher among enterprises with 50 employees than 
among enterprises with 250 employees, for instance 45.7 per cent as against 39.2 per 
cent for enterprises without R&D expenditures. However, there is a clear relationship 
between these two independent variables. Using an ordinary least squares regression, 
we find that the predicted R&D intensity value for enterprises with 50 employees is 
1.8, while for enterprises with 250 employees it is 3.0. These R&D intensity values 
correspond to a probability of being among the 50 per cent highest ranked enterprises 
on asset growth from 1991 to 1997 of 50.6 and 47.2 per cent, respectively, which are 
very close to the probabilities we get when we run the model without the R&D 
intensity variable. This means that the difference between enterprises with 50 and 
250 employees in terms of the probability of being among the 50 per cent highest 
ranked enterprises is substantially larger when we control for R&D intensity than 
when we do not. This is reflected in the fact that the enterprise size variable is highly 
significant, at the 1 per cent level (p-value 0.003), when we control for R&D 
intensity, while it is not significant even at the 5 per cent level when we do not 
control for R&D intensity (p-value 0.0975). The same argument applies to 
controlling for the investments variable, which here is held constant at the value 5. If 
we remove also this variable and only use enterprise size as independent variable, 
this variable becomes not at all significant (p-value 0.2491). In this case, the 
probability of being among the 50 per cent highest ranked becomes 49.5 per cent for 
enterprises with 50 employees, 47.2 per cent for enterprises with 250 employees, i.e. 
a yet smaller difference. 
 
It is interesting that it is the R&D intensity variable which gives the best fit here, not 
the intensity of total innovation expenditures, as in the previous model. These 
variables are of course highly correlated. Also the innovation expenditures intensity 
variable is significant when entered without the R&D intensity variable, but it 
contributes less. When both are entered together, intensity of total innovation 
expenditures is not significant, but R&D intensity is. 
 
We can tell a story which makes some sense here. Innovation expenditures are to a 
large extent expenditures for enhancing the capacity for growth in the future, and this 
in particular applies to R&D expenditures. Therefore, it is interesting that while 
investments intensity contributes more than innovation expenditures to the model for 
asset growth from 1991 to 1992, it is the other way round for the models for asset 
growth from 1991 to 1995 and from 1991 to 1997. Furthermore, for the model for 
asset growth from 1991 to 1995, it is the intensity of total innovation expenditures 
which contributes most of the innovation expenditures variables, while for the model 
for asset growth from 1991 to 1997, it is R&D intensity. Thus, with 1991 as the point 
of departure, as we examine asset growth to 1992, then to 1995, then to 1997, the 
more important innovation expenditures become relative to investments, and among 
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the former, the more important R&D expenditures relative to total innovation 
expenditures. 
 
We also here note that the product innovations success variable, the proportion of 
sales in 1992 accounted for by product innovations (in any of its definitions), is no 
longer significant in this model. More precisely, it is not significant when entered 
together with R&D intensity. These variables are, of course, strongly correlated 
among themselves, so when the proportion of sales accounted for by product 
innovations is entered without the R&D intensity variable, it is clearly significant 
(p-value 0.0025), but not so much as the R&D intensity variable. However, when 
both variables are entered, proportion of sales accounted for by product innovations 
variable fails entirely to be significant, but R&D intensity still is. When we do find a 
relationship between proportion of sales accounted for by product innovations and 
asset growth from 1991 to 1997 when we do not control for R&D intensity, this 
comes about because enterprises with high proportions of product innovations in 
sales also tend to have high R&D intensity, and vice versa. We thus find no 
independent effect of the proportion of sales in 1992 accounted for by product 
innovations on asset growth from 1991 to 1997. The effect we found for asset growth 
from 1991 to 1995 does not last all the way down to 1997, so to speak. 

Changes in the relative importance of variables over time 
We will here briefly look more explicitly at the changes in relative importance of the 
different variables over time. We will do this by using the model for asset growth 
from 1991 to 1995 and the model for asset growth from 1991 to 1997 to predict asset 
growth form 1991 to each of the years afterwards up to 1997.  
 
Let us start with our model for asset growth from 1991 to 1997. Here we had three 
independent variables: investments, enterprise size and R&D intensity. We will now 
run this model also for asset growth from 1991 to 1992, from 1991 to 1993, etc. We 
will then look at how each variable’s contribution to the model, in terms of its Wald 
chi-square, develops over time. Since this measure is also dependent on the number 
of observations, we will here only use the observations for which we have data for all 
the years, i.e. we exclude those who have dropped out after 1994. Thus, in the 
following we use only 573 observations in all the models, also asset growth from 
1991 and up to 1994, where we actually have 637 observations. Otherwise these chi-
squares for the different variables should be comparable, and may be thought of as 
each variable’s marginal contribution to the total log likelihood chi-square of the 
model, i.e. the addition to log likelihood chi-square generated by adding the variable 
in question to a model containing all the other variables. 
 
The marginal contribution of each variable when the model for asset growth from 
1991 to 1997 is run also for asset growth from 1991 to each of the other years up to 
1997 is shown in Figure 5, below. 
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)LJXUH���0DUJLQDO�FRQWULEXWLRQ�WR�WRWDO�ORJ�OLNHOLKRRG�FKL�VTXDUH�RI�HDFK�YDULDEOH�
ZKHQ�PRGHO�IRU�DVVHW�JURZWK�IURP������WR�������ZLWK�LQYHVWPHQWV��HQWHUSULVH�VL]H�
DQG�5	'�LQWHQVLW\�DV�LQGHSHQGHQW�YDULDEOHV��LV�UXQ�IRU�DVVHW�JURZWK�IURP������WR�
HDFK�\HDU�DIWHUZDUGV�XS�WR�������1 ������

 

 
 
The further away from 1992, the date to which the independent variables refer, the 
less well the model as a whole fits. For asset growth from 1991 to 1993, log-
likelihood chi-square is 40.2, and then gradually drops to 26.4 for asset growth from 
1991 to 1997. The decrease in the contribution of the investments variable is evident, 
as is the increase in the relative importance of the R&D intensity variable. 
 
In the same way we have run the model for asset growth from 1991 to 1995 on asset 
growth from 1991 to each year afterwards through to 1997. The contributions of the 
individual variables are shown in Figure 6, below. 
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)LJXUH���0DUJLQDO�FRQWULEXWLRQ�WR�WRWDO�ORJ�OLNHOLKRRG�FKL�VTXDUH�RI�HDFK�YDULDEOH�
ZKHQ�PRGHO�IRU�DVVHW�JURZWK�IURP������WR�������ZLWK�LQYHVWPHQWV��H[SRUWV�LQWHQVLW\��
HQWHUSULVH�VL]H��LQQRYDWLRQ�H[SHQGLWXUHV�LQWHQVLW\�DQG�SURSRUWLRQ�RI�VDOHV�DFFRXQWHG�
IRU�E\�SURGXFW�LQQRYDWLRQV�DV�LQGHSHQGHQW�YDULDEOHV��LV�UXQ�IRU�DVVHW�JURZWK�IURP�
�����WR�HDFK�\HDU�DIWHUZDUGV�XS�WR�������&KL�VTXDUH�IRU�H[SRUWV�LQWHQVLW\�DQG�HQWHU�
SULVH�VL]H�QRW�VKRZQ�LQ�WKH�ILJXUH��1 ������

 

 
 
 
This model contains five variables. We have only shown the chi-squares for three of 
them here, investments and the two innovation variables, proportion of sales 
accounted for by product innovations and innovation expenditures intensity. The 
contributions of enterprise size and proportion of sales accounted for by exports are 
not shown. As in the case of the model for asset growth from 1991 to 1997, the 
further away from 1992 we get, the less well the model as a whole fits. 
 
Again, we see that the contribution of the investments variable decreases as we move 
away from 1992. The contribution of innovation expenditures intensity is quite 
stable, consequently, the relative importance of this variable increases with time. We 
also see that the effect of the success of products innovation variable decreases over 
time, but is significant for asset growth from 1991 all the way to 1996. 

Controlling for ‘unobservable factors’ 
Let us briefly return to the issue of controlling for ‘unobservable factors’ by using 
earlier measurements of the dependent variable as a control variable. We have 
pointed out that we have little opportunity for doing this with the data which we have 
available here. We also saw how this gave quite interesting results when we tried it 
in one case, namely by using operating profit ratio in 1991 when predicting operating 
profit ratio in 1992. 
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Also in the case of asset growth we have tried to use earlier measurements of the 
dependent variable as a control variable. Our solution here was to try to explain, i.e. 
use as the dependent variable, not asset growth from 1991 to later years, but asset 
growth from ���� to later years, and then use asset growth from 1991 to 1992 as a 
control variable. Specifically, we have looked at asset growth from 1992 to 1995 and 
from 1992 to 1997, including as a control variable asset growth from 1991 to 1992 
among the independent variables. 
 
Again, the results are quite interesting. It turns out that asset growth from 1991 to 
1992 does not at all correlate with neither asset growth from 1992 to 1995 nor with 
asset growth from 1992 to 1997. Furthermore, investments intensity (in 1992) is only 
weakly, and not significantly, correlated with asset growth from 1992 to 1995 and 
asset growth from 1992 to 1997. However, the innovation variables from the models 
for asset growth from 1991 to 1995 and from 1991 to 1997 are still significant when 
we instead look at asset growth from 1992 to 1995 and from 1992 to 1997. In 
Table 16, below, we show the results for the model for asset growth from 1992 to 
1995. 
 

7DEOH����5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
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We remember that in the model for asset growth from 1991 to 1995, the exports 
variable, i.e. the proportion of sales (in 1992) accounted for by exports, was also 
significant. However, for asset growth from 1992 to 1995, this variable is not at all 
significant. 
 
The enterprise size (ORJHPS) variable functions in exactly the same way as in the 
previous models where it has been present. Alone it is not at all significant, but when 
we control for the innovation variables, it is significant, with a negative coefficient 
(the larger the enterprise, the lower the growth in assets, holding innovation 
constant). Conversely, its presence strengthens the effect of the innovation variables. 
 
Both innovation variables, the intensity of total innovation expenditures and the 
proportion of sales accounted for by product innovations (new to the market), are 
significant at the 5 per cent level. However, these two variables are themselves 
highly correlated, so that considered together, they are much more significant. Their 
combined contribution to the log likelihood chi-square of the model is 15.8855, 
which gives a p-value of 0.0004. 
 
We next look at the model for asset growth from 1992 to 1997. The results are shown 
in Table 17, below. 

7DEOH����5HVXOWV�IURP�RUGLQDO�ORJLVWLF�UHJUHVVLRQ�PRGHO�ZLWK�HTXDO�RGGV�UDWLRV��ZLWK�
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Comparing with the model for asset growth from 1991 to 1997, we see that the 
investments variable is no longer included, because it is not significant. The R&D 
intensity variable, on the other hand, is still highly significant. 
 
To sum up, our attempt to use an earlier measurement of the dependent variable to 
control for unobservable effects by using asset growth from 1992 to 1995 
respectively 1992 to 1997 instead of from 1991 to 1995 respectively 1991 to 1997 as 
the dependent variable, and then use asset growth from 1991 to 1992 as a control 
variable, took a quite unexpected turn, in that it turned out that asset growth from 
1991 to 1992 was not at all correlated neither with asset growth from 1992 to 1995 
nor with asset growth from 1992 to 1997. It is nevertheless interesting to note that for 
asset growth from 1992 to 1995 and from 1992 to 1997, the innovation variables 
from the corresponding previous models with 1991 as the starting point, as well as 
the enterprise size variable, are still significant, and highly so in the case of the 
innovation variables, while the investments variable is no longer significant, and 
neither is the export intensity variable. This strengthens our confidence that we do 
here have a quite robust positive relationship between innovation and asset growth. 

A note on background variables and interaction effects 
Concentrating here on asset growth from 1991 to 1995 and from 1991 to 1997, we 
have seen that enterprise size, as measured by the ORJ of the number of employees, is 
an important variable. In addition to contributing significantly to the predictive 
power of the models when entered together with the innovation variables, it also 
affects the relationship between the innovation variables and asset growth, which 
becomes strengthened when the enterprise size variable is entered. 
 
By contrast, we find no significant effect of industry on asset growth, neither when 
we use the 5 industry nor the 13 industry classification. This also means that 
controlling for industry does not significantly modify the relationship between 
innovation and asset growth. 
 
We have also tested quite extensively for interaction effects between the enterprise 
size and innovation and between industry and innovation. For industry, we have 
tested both with both the 5 industry and the 13 industry classification. For asset 
growth from 1991 to 1997, we have examined the interaction between these 
background variables and R&D intensity. For asset growth from 1991 to 1995 we 
have examined the interaction with both the intensity of total R&D expenditures and 
the proportion of sales accounted for by product innovations. We have found no 
significant interaction effects between these background variables and the innovation 
variables on asset growth. This means that we have found no evidence that the effect 
of the innovation on asset growth should vary significantly across industries or by 
enterprise size. 
 
Only in one case have we found evidence of any significant interaction effects, and 
this case concerns neither enterprise size nor industry, but exports intensity. For asset 
growth from 1991 to 1997 we find a significant interaction effect between exports 
intensity and R&D intensity. We saw that in our main model for asset growth from 
1991 to 1997, with investments, enterprise size and R&D intensity as independent 
variables, R&D intensity was highly significant. Adding only exports intensity does 
not contribute significantly to the model. However, adding ERWK exports intensity DQG 
the interaction between R&D intensity and exports intensity does contribute 
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significantly to the model. In this new model, the R&D intensity variable is positive, 
while the exports intensity variable is negative and the interaction between R&D 
intensity and exports intensity is positive. This means that at 0 R&D intensity (no 
R&D expenditures) the effect of exports intensity is negative, while vice versa at 0 
exports intensity (no exports) the effect of R&D intensity is positive. Then, from this 
point of departure, the higher the exports intensity, the stronger the effect of R&D 
intensity on asset growth. This seems to make sense and is potentially interesting. It 
may be worth exploring this relationship further in future research. However, here 
the evidence for this interaction effect is not overwhelming. The contribution made 
by adding the two variables exports intensity and the interaction between exports 
intensity and R&D intensity is significant at the 5 per cent level, with a p-value of 
0.0362. Since this is the only interaction effect of the type which we find and not 
something which is robust across different models, we should not make too much of 
it at this point. 

Summary 
We can tell a fairly consistent story here. Innovation variables have a clear and 
highly significant association with asset growth from 1991 all the way up to 1997. 
The innovation variables contrast with the ‘ordinary’ investments variable in that 
effect of the latter weakens much faster as time goes beyond 1992, so that the 
importance of the innovation variables relative to the investments variable grows 
over time. Among the innovation variables, the importance of the innovation cost 
variables relative to the proportion of sales accounted for by product innovations 
variable also grows over time. Lastly, among the innovation cost variables, there is a 
growing importance over time of R&D intensity relative to the intensity of total 
innovation costs. All this seems to make good sense. 

���� 6DOHV�JURZWK�
Also for sales growth we have made the same kind of analysis as for operating profit 
ratio, return on investment, and asset growth. Sales growth has simply been 
measured as the value of sales in one year divided by the value of sales in the year of 
departure. We have simply used nominal values, since adjusting for changes in the 
general level of prices would not affect the relationship among the enterprises.  
 
The results we get for sales growth are quite similar to the ones we got for asset 
growth. Therefore, we will be fairly brief in this section. We will in the following 
only use 1991 as the base year and not consider sales growth from later years. 
 
If we first look only at sales growth from 1991 to 1992, from 1991 to 1995 and from 
1991 to 1997, the general picture emerges quite clearly. For sales growth from 1991 
to 1992, only investment is significant (‘ordinary’ investments in machinery and 
equipment, regardless of whether they are related to innovations or not). For sales 
growth from 1991 to 1995, investment is no longer significant, but both enterprise 
size (ORJ of number of employees), the proportion of sales accounted for by product 
innovations, and the intensity of total innovation expenditures are. For sales growth 
from 1991 to 1997, the proportion of sales accounted for by product innovations is 
no longer significant, but enterprise size and the intensity of total innovation 
expenditures are. 
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Let us look at the similarities and differences between these results and those we 
found for asset growth. 
 
As regards the effect of the investment variable, in both cases its absolute and 
relative importance decreases clearly as we go from growth from 1991 to 1992 to 
growth from 1991 to 1997. However, in the asset growth case, this variable is 
significant all the way up to growth from 1991 to 1997, starting out with a relatively 
strong effect for growth from 1991 to 1992. In the sales growth case, the effect is 
much smaller at the outset, falling to virtually zero when we come to growth from 
1991 to 1995. 
 
The enterprise size variable functions in exactly the same way as in the assets growth 
case. It has a negative effect on sales growth, i.e. the larger the enterprise, the lower 
the sales growth, but, having a relatively strong positive correlation with the two 
innovation variables (WDX�E is 0.29 with the intensity of innovation expenditures and 
0.27 with the proportion of product innovations in sales) its effect is substantially 
lower when entered alone than when entered together with one or both of the 
innovation variables (in fact, when entered alone it is not even significant for sales 
growth from 1991 to 1995). Conversely, it makes the effect of the innovation 
variables appear much more clearly, the effects of these being substantially larger 
when we control for enterprise size than when we do not. 
 
The innovation variables are both positive. Their effects for sales growth from 1991 
to 1992 are close to zero. They are then both highly significant for sales growth from 
1991 to 1995. For sales growth from 1991 to 1997, only the innovation expenditures 
variable is significant when both are entered together with enterprise size. When only 
one is entered together with enterprise size, they are both significant, but innovation 
cost intensity contributes more to log likelihood variance than the proportion of 
product innovations in sales. 
 
Unlike in the asset growth case, there is no indication that the intensity of R&D 
expenditures at any point contributes more than the intensity of total innovation 
expenditures. Neither does the proportion of product innovations which are 
innovations also from the point of view of the market at any point contribute more 
than the proportion of product innovations which are innovations from the point of 
view of the enterprise without regard to whether they also are from the point of view 
of the market. 
 
We will now look how the effect of these variables on sales growth varies as we 
move away from 1992, the year in which they are measured, and consider sales 
growth from 1991 and to each year afterwards up till 1997. We do this by running 
the same model for sales growth over all these six periods, with all the four variables 
considered above included as independent variables. Since the chi square increases 
with the number of observations, we use the same number of observations for all the 
periods, which means that we only include those units for which we have positive 
sale figures for all the years 1991-1997, as well as non missing values for the 
independent variables.  
 
The results are summarized in the figure at the following page. 
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Let us recapitulate the critical chi square values for statistical significance at the 
5 per cent level: for one degree of freedom, it is 3.841, for two degrees of freedom 
(the two innovation variables), it is 5.991, and for four degrees of freedom (the whole 
model), it is 9.488. 
 
With 1991 as the departure of each period, and going from 1992 to 1997 as the end 
point, we see that the model at first, for growth to 1992, explains very little. Then 
this increases sharply to reach its maximum for growth to 1994, and then again the 
combined effect of the four variables wears more slowly off as we move to growth to 
1997. For growth from 1991 to 1992 the model is not even significant at the 5 per 
cent level (indeed, not only at the 10 per cent level). However, the investment 
variable when entered alone gives a chi square of 4.4, and with one degree of 
freedom this is significant at the 5 per cent level. At the other end of the period the 
model is still highly significant for growth to 1997. 
 
As for the ‘ordinary’ investments variable, we see that it is significant for growth up 
until 1994, but after that contributes nothing over and above the other variables. 
 
The effect of the two innovation variables combined is virtually zero for the first 
year, but then is highly significant for the rest of the period. It increases gradually to 
reach its maximum for growth up to 1995, then wears gradually off to 1997. 
As regards the marginal contribution of each of the two innovation variables when 
entered together, we should note that these are highly correlated with each other, 
with a WDX�E of 0.61. Thus each when entered without the other contributes far more 
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than what it contributes without the other. This also means that their joint 
contribution is far greater than the sum of their marginal contributions, as clearly 
emerges in the figure above.  
 
Also, both of these variables are substantially correlated with the ‘ordinary’ 
investments variable, so that when this variable is taken out, the marginal 
contribution of the innovation variables increases. This applies to both of them, but 
especially to the innovation expenditures variable, since this is more strongly 
correlated with the ‘ordinary’ investments variable than is the case for the proportion 
of product innovations (WDX�E is 0.34 as against 0.16, respectively).  
 
To illustrate, let us look at the contribution of the innovation expenditures variable to 
the log likelihood chi square for sales growth from 1991 to 1997, where only this 
variable and the size of enterprise variable is included in the best model we find with 
only variables significant at the 5 per cent level included. When all four variables are 
included, the contribution of the innovation cost variable is a chi square of  3.7. If we 
then first take out the investments variable, it increases to 5.4. When we remove also 
the proportion of product innovations variable, it rises still further to 13.2. However, 
in accordance with how we saw the size of enterprise variable functions, if also this 
variable is removed so that the innovation cost variable is entered alone, its 
contribution drops substantially again, to 7.3. 
 
In conclusion, we see a clear positive relationship between innovation and sales 
growth. The variables which contribute most to explaining the variance in sales 
growth are innovation cost intensity and the proportion of sales accounted for by 
product innovations. The effect does not appear already the same year to which the 
innovation variables relate, i.e. we find no effect on sales growth from 1991 to 1992. 
However, already the next year, for sales growth from 1991 to 1993, we find a clear 
effect of the innovation variables, and this effect increases gradually to reach its 
maximum for sales growth from 1991 to 1995. Then it gradually diminishes, but the 
effect is still highly significant for sales growth from 1991 to 1997. The effect of 
innovation costs (in 1992) seems to last longer than the effect of the proportion of 
product innovations in sales (in 1992). 
 
The effect of the innovation variables here stands in marked contrast to the effect of 
the ‘ordinary’ investments variable, also as measured for 1992. This variable has 
some effect already for sales growth from 1991 to 1992. It continues to have some 
effect over and above variables for sales growth from 1991 to 1993 and 1994, 
although here far less than the innovation variables. However, for sales growth from 
1991 to 1995 and later, it contributes nothing over and above the innovation 
variables. 
 
Thus, we seem to have evidence here that innovation, as measured here, has an effect 
on sales growth which lasts at least over a five year period. It does not make itself 
felt the first year, but then takes effect to reach its maximum after 2-4 years, and then 
gradually wears off. 
 
Controlling for industry does not alter this picture. In fact, not only does controlling 
for industry not alter the effect of the innovation variables on sales growth, adding 
industry does not even make a significant contribution to the models. 
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&KDSWHU���� 9DULDWLRQ�LQ�SHUIRUPDQFH�

We have also examined the relationship between innovation and the YDULDWLRQ in 
economic performance. We have looked at variation in two different senses. 

The hypothesis of a sharper polarization in performance among innovators 
The first, and perhaps more important, meaning of variation relates to an hypothesis 
we mentioned at the beginning of this paper. Innovation is risky. If one succeeds, one 
may do very well, increase market shares, earn money, grow, etc. However, there is 
also the risk that one does not succeed, and thus lose money, is forced to shut down 
or contract or to make costly investments in redirecting one’s efforts, etc. We might 
therefore expect to find larger variation in economic results among innovators than 
among non innovators, and the larger the more intensively one engages in innovative 
investments. Successful innovators have a good chance of doing particularly well, 
but, on the other hand, for unsuccessful innovators there is a heightened risk of doing 
particularly bad. 
 
We have investigated this hypothesis of a positive relationship between innovation 
and the YDULDWLRQ in performance for all our four performance measures and at 
several times of measurement or over several time periods, for instance operating 
profit ratio in 1992, for average profit ratio 1993-94, and 1995-97, for sales growth 
from 1991 to 1995 and from 1991 to 1997, etc. 
 
To investigate this question, for each performance measure we have made a new 
variable measuring each unit’s absolute distance from the median value. Again, we 
use the median because of the presence of extreme outliers, which makes the mean 
less reliable as a measure of central tendency. Then we ask if there is a tendency for 
innovating enterprises to lie further away from the median than non innovating 
enterprises, whether this is in the positive or negative direction. For the quantitative 
variables the question becomes whether there is a tendency for the absolute distance 
from the median to increase with the intensity of the innovation effort (the 
expenditure variables) or the quantitative measure of innovative success (the 
proportion of sales accounted for by product innovations). These distance from the 
median variables are treated as ordinal variables, in the same way as the performance 
variables themselves, and for the same reason. 
 
However, the results of these investigations are quickly summarized. We find no 
consistent evidence that innovation is related to the variation in performance for any 
of the performance measures. Innovative enterprise do not tend to lie further away 
from the median than non innovative enterprises, but neither do we find any 
tendency in the opposite direction.  

Variation in performance from year to year 
We have also briefly looked at variation in performance in a different sense, namely 
variation from year to year for each enterprise. For the two profit rate measures our 
indicator of year to year variation has simply been the standard deviation of each 
enterprise’s values for each year, both for the period 1992-1994 and the whole period 
1992-1997 (for operating profit ratio also the year 1991 has been included in both 



� 67(3�UDSSRUW���UHSRUW�5�������� 

 

68

cases). For the two growth variables our point of departure has been the growth from 
one year to the next, i.e. from 1991 to 1992, then from 1992 to 1993, and so on. 
Then, for each enterprise, we have taken the standard deviation of these growth rates, 
both for the period 1991-1994 and the whole period 1991-1997. For each 
performance measure and each of these two periods, each enterprise then ends up 
with a deviation measure expressing how much the performance measure has varied 
over the period in question. Also these variation measures have been treated as 
ordinal. 
 
Neither for this kind of variation do we find any evidence that the performance of 
innovative enterprises varies more than the performance of non innovative 
enterprises. If anything, it would rather seem to be the other way around. However, 
the patterns are not very clear and difficult to make sense of. We will not go further 
into this at this stage. 
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&KDSWHU���� &RQFOXVLRQ�

As discussed in the theoretical and methodological section in the beginning of the 
paper, this study has been predominantly exploratory in character. We have some 
broad ideas of what kinds of results we would expect, but no very specific 
hypotheses. Partly this reflects doubts as to whether the kind of data we have here are 
suited for discovering any relationships between innovation and economic 
performance. Even if we should have strong reasons to believe that innovation tends 
to lead to better economic performance over time, we may doubt whether the time 
period covered in our data is long enough to unmask this relationship. 
 
Another important consideration is that our innovation indicators cannot be 
considered established, well tested measures of innovation. On the contrary, they are 
quite recent developments, being part of an ongoing process of devising and refining 
indicators which allow us to better measure innovation. Here there is a need to test 
and evaluate indicators, keeping and developing further those which seem to function 
well, altering or perhaps discarding completely those who do not, and of course 
develop new indicators. In addition, as we briefly referred to in the methodological 
section, there has been much discussion of the adequacy of accounting data for 
measuring economic performance. 
 
Thus our study is not only an empirical study, but also a methodological study, in the 
sense that we at the same time try to evaluate the indicators that we use. Accordingly, 
if we were to find no kind of relationship between innovation and performance, or 
nothing which would seem to make any meaning, we would be hesitant to simply 
interpret this in a substantive sense, concluding that this suggests there is no 
relationship between innovation and performance. Rather, a methodological 
interpretation, that our indicators are not good enough, that there is too much 
measurement error for relationships to emerge consistently, could not have been 
ruled out. On the other hand, should we actually find clear relationships which we 
could make reasonably sense of, this would strengthen both our confidence in the 
indicators and make us more confident in reporting our results as substantive, 
empirical findings. 
 
As we have seen above, we do find clear, highly significant relationships between 
innovation and economic performance in our data. Moreover, the associations we 
find in general seem to make good sense. 
 
As we argued it would be reasonable to expect to find, the association with 
innovation is more consistent over time for the growth performance variables than 
for the profit ratio variables. Both for sales growth and asset growth, innovation 
variables are highly significant for growth from 1991 all the way up to 1997. The 
innovation variables here contrast with the ‘ordinary’ investments variable, i.e. 
investments in machinery and equipment without regard to whether they are related 
to innovations or not. The investments variable has its largest effect the first year, i.e. 
for growth from 1991 to 1992. Then the effect decreases as we move away from 
1992 and consider growth from 1991 to 1993, then from 1991 to 1994, and so on 
down to growth from 1991 to 1997. Thus, the importance of the innovation variables 
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relative to the investments variable increases over time, as we move forward from 
the year in which they are measured. This seems reasonable, since innovation is 
particularly connected to enhancing the capacity for growth in the future, as we 
argued above. The innovation variables which remain significant when we control 
for other variables are first and foremost innovative success as measured by the 
proportion of sales in 1992 accounted for by product innovations, and innovation 
expenditures. As we move forward in time, innovation expenditures gains in 
importance relative to the proportion of sales accounted for by product innovations. 
This also seems plausible, since proportion of sales in 1992 accounted for by product 
innovations partly will reflect innovation expenditures at a still earlier date. 
 
Also as expected, we find much less consistent association between the innovation 
variables and the profit ratio performance measures. However, there was perhaps no 
reason to expect the more precise result that we find a quite clear association for the 
first year, 1992, then a weaker but still significant or nearly significant association 
for 1993, and then no association after 1993. Perhaps one reason is that the key 
innovation variable here, the proportion of sales in 1992 accounted for by product 
innovations, lies quite close to the income side of the profits of precisely 1992. 
Anyway, the general form of the relationship we find here is quite interesting: for 
those enterprises which have product innovations, the profit ratio tends to be higher 
the higher the proportion of sales these product innovations account for. simply 
having product innovations has a negative effect, so that those enterprises which 
have product innovations but where these account for a small proportion of sales tend 
to do worse than the enterprises without product innovations. 
 
In sum, we find several very clear and statistically highly significant relationships 
between innovation and economic performance. Moreover, mostly they make 
perfectly good sense. However, it should be pointed that even if several of the 
associations are clear and highly significant, they are not strong in the sense that the 
independent variables account for a large proportion of the variation in the dependent 
variable. For instance, if we run our model for asset growth from 1991 to 1997 as an 
ordinary least squares regression model (with ORJ of asset growth as dependent 
variable, deleting one extreme outlier observation) we get an R2 of 0.05. This model 
has R&D intensity, (‘ordinary’) investments and enterprise size as independent 
variables. If we leave out R&D intensity we get an R2 of 0.02. Adding the innovation 
variable in question thus increases R2 from 0.02 to 0.05. 
 
However, there are very good reasons for not expecting high explained variance in 
this kind of study. As we saw above, explained variance is generally low in studies 
where economic performance is the dependent variable. General factors often explain 
little, ‘unobservable’ factors specific to the business unit in question are emphasized 
as important. Specifically for our study, the set of indicators that we use is in the 
process of being developed. Our measures are admittedly very rough, and there 
probably is much measurement error. Not least, we should keep in mind that our 
measures refer to one single year (1992), and that the definition of having 
innovations in the first place refers to products or processes introduced only during 
one single three year period (1990-1992). The innovative competence of an 
enterprise, its ability to develop successful new or higher quality products and 
processes, on the other hand, is typically something which has to be built up over 
several years. Thus what we want to measure here is necessarily only very 
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imperfectly reflected in indicators for one year only. Likewise, if for instance many 
enterprises introduce innovations intermittently, say every five years, defining 
innovations relative to the last three years (at the time of survey) will bring in 
additional random variation. 
 
Considering the foregoing, we should emphasize the fact that we actually do find 
very clear and highly significant relationships in our, which moreover generally 
make good sense, and not focus too much on explained variance. This makes us 
confident that this kind of study is relevant for examining the relationship between 
innovation and economic performance, and that this work is thus worth pursuing 
further. Especially it is interesting that the indicators developed in the context of the 
European innovation surveys seem to function quite well. As an example we may 
take the proportion of sales in 1992 accounted for by product innovations (defined by 
reference to the three year period 1990-1992). This is a new indicator, intended to 
measure innovation output or success. It is not obvious that it would function well, 
but in fact it is significantly and positively related to both sales growth and asset 
growth from 1991 and up to at least 1995, even when we control for other variables. 
 
To go further from here we could, firstly, do the same kind of analysis for the 
Norwegian innovation survey 1997 which we have here done for the innovation 
survey 1992, i.e. merge also the 1997 survey with comparable accounting data. It 
would then be highly interesting to see if we got broadly speaking the same results 
with the new survey, or whether parameter values had changed in important respects. 
This would serve as a check on the robustness and reliability of the results, but would 
also, of course, be an investigation of whether circumstances had changed in 
important respects since the former survey. Which of the two would appear the more 
likely interpretation in the case of substantially different results, low reliability or 
substantive change, would of course be a question of how much sense we could 
make of the differences as substantive changes. 
 
However, an important gain in the quality and relevance of the research should be 
possible if we could also merge the innovation surveys from 1992 and 1997 with 
each other and with accounting data over a longer period (for instance, from 1991 to 
2001). This would mean fewer observations, but we would probably still have a 
fairly large sample. The great advantage of doing this would be the opportunity to 
study the relationships between the innovation variables at two different times and 
performance measured each year from immediately before the first innovation study 
to 3-5 years after the second. We would thus be able to address more complex 
questions concerning the causal processes involved. We hope to be able to do both 
kinds of study in the near future. 
 
A more ambitious project would then be to integrate these kinds of study inside a 
wider framework where the question of the relationship between the enterprise level 
and the societal level is addressed. This should recognize that what matters most is 
not what happens to each individual enterprise, but how the activities carried on 
within them contribute to the economic performance of society as a whole. Here 
several different kinds of contribution will have to be recognized. For instance, time 
bound enterprises and projects may often make valuable contributions, and may thus 
be highly successful even if they do not survive for very long. Here should also be 
recognized that it is not necessarily an advantage that all enterprises be innovative. 
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Perhaps a more relevant consideration is whether an economy has a reasonable 
balance between enterprises which are innovative and thus invest in capacities for 
future growth, and enterprises which in Lazonick’s phrase are adaptive, who 
predominantly reap the returns on past investments. Basically, questions of 
reproduction and growth cannot be understood separately from questions of 
transformation and renewal.31 This should involve addressing both the issue of life 
cycles of individual business units and the issue of structural change. 
 

                                                 
31 For a discussion of some fundamental issues here, cf. Anthony Giddens, 1HZ�5XOHV�RI�6RFLRORJLFDO�
0HWKRG, London: Hutchinson, 1976, especially pp. 93-129 (the chapter entitled ‘The production and 
reproduction of social life’). 
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�
�����

  

,QVWLWXWLRQDO� PDSSLQJ� RI� WKH� 1RUZHJLDQ� QDWLRQDO� V\VWHP� RI�
LQQRYDWLRQ��

Finn Ørstavik and Svein Olav Nås A-01-1998 

,QQRYDVMRQVVWUDWHJLHU� IRU� $XVW�$JGHU�� ,QQVSLOO� WLO� 6WUDWHJLVN�
1 ULQJVSODQ�

Arne Isaksen og Nils Henrik Solum A-02-1998 

.QRZOHGJH� ,QWHQVLYH�%XVLQHVV� 6HUYLFHV��$� 6HFRQG�1DWLRQDO�

.QRZOHGJH�,QIUDVWUXFWXUH"�
Erland Skogli A-03-1998 

2IIVKRUH�HQJLQHHULQJ�FRQVXOWLQJ�DQG�LQQRYDWLRQ� Erland Skogli A-04-1998 
)RUPHOO� NRPSHWDQVH� L� QRUVN� DUEHLGVOLY� ����������� 1RHQ�
IRUHO¡SLJH� UHVXOWDWHU� IUD� DQDO\VHU� DY� GH� QRUVNH�
V\VVHOVHWWLQJVILOHQH�

Svein Olav Nås, Anders Ekeland og 
Johan Hauknes 

A-05-1998 

0DFKLQH�WRRO�VHUYLFHV�DQG�LQQRYDWLRQ� Trond Einar Pedersen A-06-1998 
*HRJUDSKLF�,QIRUPDWLRQ�7HFKQRORJ\�6HUYLFHV�DQG�WKHLU�5ROH�
LQ�&XVWRPHU�,QQRYDWLRQ�

Roar Samuelsen A-07-1998 

)R8�DNWLYLWHW�L�2VOR��(Q�SUHVHQWDVMRQ�DY�QRHQ�VHQWUDOH�)R8�
GDWD�

Nils Henrik Solum A-08-1998 

,QQRYDWLRQ�FDSDELOLWLHV�LQ�VRXWKHUQ�DQG�QRUWKHUQ�1RUZD\� Thor Egil Braadland A-09-1998 
7KH�1RUZHJLDQ�,QQRYDWLRQ�&ROODERUDWLRQ�6XUYH\� Finn Ørstavik and Svein Olav Nås A-10-1998 
�
�����

  

6HUYLFHV� LQ� WKH� OHDUQLQJ� HFRQRP\� �� LPSOLFDWLRQV� IRU�
WHFKQRORJ\�SROLF\�

Johan Hauknes, Pim den Hertog and Ian 
Miles 

1/97 

.QRZOHGJH�LQWHQVLYH�VHUYLFHV���ZKDW�LV�WKHLU�UROH"� Johan Hauknes and Cristiano Antonelli 2/97 
$QGUHZ� 9DQ� GH� 9HQV� LQQRYDVMRQVVWXGLHU� RJ� 0LQQHVRWD�
SURJUDPPHW�

Hans C. Christensen 3/97 

�
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$FTXLVLWLRQ�RI�WHFKQRORJ\�LQ�VPDOO�ILUPV� Tore Sandven 1/96 
5	'� LQ� 1RUZD\� ����� ±� ������ $Q� RYHUYLHZ� RI� WKH� JUDQG�
VHFWRUV�

Johan Hauknes 2/96 

�
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(Q�VDPPHQKROGW�WHNQRORJLSROLWLNN"� Johan Hauknes 1/95 
)RUVNQLQJVSURVMHNWHU� L� LQGXVWULHOO� UHJL� L� .MHPLVN� NRPLWH� L�
171)�L�����RJ����nUHQH�

Hans C. Christensen 2/95 



II 
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%UXN�DY�(9(17�YHG�HYDOXHULQJ�DY�6.$3�WLOWDN� Anders Ekeland 3/95 
7HOHNRPPXQLNDVMRQ�� 2IIHQWOLJ� SROLWLNN� RJ� VRVLDOH� DVSHNWHU�
IRU�GLVWULEXWLYH�IRUKROG�

Terje Nord/Trond Einar Pedersen� 4/95 

,PPDWULHOOH� UHWWLJKHWHU� RJ� QRUVN� Q ULQJVSROLWLNN�� (W�
NRPPHQWHUW�UHIHUDW�WLO�12(�VHPLQDUHW�

Eric Iversen� 5/95 

,QQRYDWLRQ� SHUIRUPDQFH� DW� LQGXVWU\� OHYHO� LQ� 1RUZD\�� 3XOS�
DQG�SDSHU�

STEP-gruppen 6/95 

,QQRYDWLRQ� SHUIRUPDQFH� DW� LQGXVWU\� OHYHO� LQ�1RUZD\��%DVLF�
PHWDOV�

STEP-gruppen 7/95 

,QQRYDWLRQ� SHUIRUPDQFH� DW� LQGXVWU\� OHYHO� LQ� 1RUZD\��
&KHPLFDOV�

STEP-gruppen 8/95 

,QQRYDWLRQ�SHUIRUPDQFH�DW�LQGXVWU\�OHYHO�LQ�1RUZD\��%R[HV��
FRQWDLQHUV�HWF�

STEP-gruppen 9/95 

,QQRYDWLRQ�SHUIRUPDQFH�DW� LQGXVWU\� OHYHO� LQ�1RUZD\��0HWDO�
SURGXFWV�

STEP-gruppen 10/95 

,QQRYDWLRQ� SHUIRUPDQFH� DW� LQGXVWU\� OHYHO� LQ� 1RUZD\��
0DFKLQHU\�

STEP-gruppen 11/95 

,QQRYDWLRQ� SHUIRUPDQFH� DW� LQGXVWU\� OHYHO� LQ� 1RUZD\��
(OHFWULFDO�DSSDUDWXV�

STEP-gruppen 12/95 

,QQRYDWLRQ�SHUIRUPDQFH�DW�LQGXVWU\�OHYHO�LQ�1RUZD\��,7� STEP-gruppen 13/95 
,QQRYDWLRQ�SHUIRUPDQFH�DW�LQGXVWU\�OHYHO�LQ�1RUZD\��7H[WLOH� STEP-gruppen 14/95 
,QQRYDWLRQ�SHUIRUPDQFH�DW� LQGXVWU\� OHYHO� LQ�1RUZD\��)RRG��
EHYHUDJHV�DQG�WREDFFR�

STEP-gruppen 15/95 

7KH� 1RUZHJLDQ� 1DWLRQDO� ,QQRYDWLRQ� 6\VWHP�� $� VWXG\� RI�
NQRZOHGJH�FUHDWLRQ��GLVWULEXWLRQ�DQG�XVH�

Keith Smith, Espen Dietrichs and Svein 
Olav Nås 

16/95 

3RVWHQV� VWLOOLQJ� L� GHW� JOREDOH� LQIRUPDVMRQVVDPIXQQHW� L� HW�
HNVSORUDWLYW�VWXGLXP�

Eric Iversen og Trond Einar Pedersen 
med hjelp av Erland Skogli og Keith 
Smith 

17/95 
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0nOIRUPXOHULQJ�L�171)�L�0DMRUV�WLG� Hans C. Christensen 1/94 
%DVLVWHNQRORJLHQHV�UROOH�L�LQQRYDVMRQVSURVHVVHQ� Hans C. Christensen 2/94 
.RQNXUUDQVHG\NWLJH�EHGULIWHU�RJ�¡NRQRPLVN�WHRUL���PRW�HQ�Q\�
IRUVWnHOVH�

Erik S. Reinert 3/94 

)RUVNQLQJ�RP�WMHQHVWH\WLQJ����������� Johan Hauknes 4/94 
)RUVNQLQJ� RP� WMHQHVWH\WLQJ�� 8WIRUGULQJHU� IRU�
NXQQVNDSVJUXQQODJHW�

Johan Hauknes 5/94 
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67(3�JUXSSHQ� EOH� HWDEOHUW� L� ����� IRU� n� IRUV\QH�
EHVOXWQLQJVWDNHUH� PHG� IRUVNQLQJ� NQ\WWHW� WLO� DOOH�

VLGHU� YHG� LQQRYDVMRQ� RJ� WHNQRORJLVN� HQGULQJ�� PHG�
V UOLJ� YHNW� Sn� IRUKROGHW� PHOORP� LQQRYDVMRQ��
¡NRQRPLVN� YHNVW� RJ� GH� VDPIXQQVPHVVLJH�
RPJLYHOVHU�� %DVLV� IRU� JUXSSHQV� DUEHLG� HU�

HUNMHQQHOVHQ� DY� DW� XWYLNOLQJHQ� LQQHQ� YLWHQVNDS� RJ�
WHNQRORJL�HU�IXQGDPHQWDO� IRU�¡NRQRPLVN�YHNVW��'HW�
JMHQVWnU� OLNHYHO� PDQJH� XO¡VWH� SUREOHPHU� RPNULQJ�
KYRUGDQ� SURVHVVHQ� PHG� YLWHQVNDSHOLJ� RJ�

WHNQRORJLVN� HQGULQJ� IRUO¡SHU�� RJ� KYRUGDQ� GHQQH�
SURVHVVHQ� InU� VDPIXQQVPHVVLJH� RJ� ¡NRQRPLVNH�
NRQVHNYHQVHU��)RUVWnHOVH�DY�GHQQH�SURVHVVHQ�HU�DY�
VWRU�EHW\GQLQJ�IRU�XWIRUPLQJHQ�RJ�LYHUNVHWWHOVHQ�DY�

IRUVNQLQJV��� WHNQRORJL�� RJ� LQQRYDVMRQVSROLWLNNHQ���
)RUVNQLQJHQ� L� 67(3�JUXSSHQ� HU� GHUIRU� VHQWUHUW�
RPNULQJ� KLVWRULVNH�� ¡NRQRPLVNH�� VRVLRORJLVNH� RJ�
RUJDQLVDWRULVNH� VS¡UVPnO� VRP� HU� UHOHYDQWH� IRU� GH�

EUHGH� IHOWHQH� LQQRYDVMRQVSROLWLNN� RJ� ¡NRQRPLVN�
YHNVW���
�
�

7KH�67(3�JURXS�ZDV�HVWDEOLVKHG�LQ������WR�VXSSRUW�
SROLF\�PDNHUV� ZLWK� UHVHDUFK� RQ� DOO� DVSHFWV� RI�
LQQRYDWLRQ�DQG�WHFKQRORJLFDO�FKDQJH��ZLWK�SDUWLFXODU�
HPSKDVLV� RQ� WKH� UHODWLRQVKLSV� EHWZHHQ� LQQRYDWLRQ��

HFRQRPLF�JURZWK�DQG�WKH�VRFLDO�FRQWH[W��7KH�EDVLV�
RI�WKH�JURXS·V�ZRUN�LV�WKH�UHFRJQLWLRQ�WKDW�VFLHQFH��
WHFKQRORJ\� DQG� LQQRYDWLRQ� DUH� IXQGDPHQWDO� WR�
HFRQRPLF�JURZWK��\HW�WKHUH�UHPDLQ�PDQ\�XQUHVROYHG�

SUREOHPV�DERXW�KRZ�WKH�SURFHVVHV�RI�VFLHQWLILF�DQG�
WHFKQRORJLFDO�FKDQJH�DFWXDOO\�RFFXU��DQG�DERXW�KRZ�
WKH\� KDYH� VRFLDO� DQG� HFRQRPLF� LPSDFWV�� 5HVROYLQJ�
VXFK� SUREOHPV� LV� FHQWUDO� WR� WKH� IRUPDWLRQ� DQG�

LPSOHPHQWDWLRQ� RI� VFLHQFH�� WHFKQRORJ\� DQG�
LQQRYDWLRQ� SROLF\�� 7KH� UHVHDUFK� RI� WKH� 67(3� JURXS�
FHQWUHV� RQ� KLVWRULFDO�� HFRQRPLF�� VRFLDO� DQG�
RUJDQLVDWLRQDO� LVVXHV� UHOHYDQW� IRU� EURDG� ILHOGV� RI�
LQQRYDWLRQ�SROLF\�DQG�HFRQRPLF�JURZWK� 

 
 


